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Alpha (4 An input threshold to the sequential algorithm which is
used to determine which classes ~IrL to be retained for
classification of a given document .

Al pha Test A test of the sequential algorithm w h i c h  utilizes the
(a—test) alpha parameter to determine which cl a s ses  are to be

retained for classification of a given document .

BAL Bas ic as sembly language for the IBM 360/65; the CLASSIFY
algorithm was to be coded in both BAL and PL/I form.

Bayes Distance A classification criterion used in this investigation;
it could be potentially app lied to Intelligence Report
documents.

Bayes Rule This statistical technique allows the calculation of
a posteriori probability given the relevant measurement
a priori probabilities. In this situation , given class
a p r i or i probabilities , and observed keywords within
the document and their a priori probabilities of being
in a specific class C., Bayes rule allows the calcu-
lation of the updated~ probability of this document
being in class C..

CIRC II Classes These classes are the final product of this study,
(98) and are to be app lied to the CIRC II Data Base.

CIRC II Data Base The data base for which the classification system is
to be app l ied , containing scientific and technical
documents.

CIRC II The off—line printed output from the CIRC II Data Base
Output Format is in this format; it is used as the input to the

KEYFINDER software.

Class (C.), A grouping of documents in the CIEC II Data Base which
or l Category contain similar subject matter .

Class a Posteriori After a number of keywords have been read from a given
Probability (.~ .) document , this is the updated probability that the

document should be placed into class C .. This concept
is synonymous with t h e  c o n f i d e n c e  level of
class C . .

.3

Class a Priori The initial probability that a document belongs in
Probability (q.) class C..

iv

— — —.-—.—--—-- — -—. ~____ t_____ s_ .__ _



--- -—----- - — 
- 

-~~~~~~~
_ _  --

~~~~~~~~~~~~~~~

Classification The partitioning of a document data base into sets
called classes , where each class consists of documents
of similar subject content.

CLASSIFY The software developed in this contract which imp l ements
the sequential al gorithm ; this classifies incoming
documents into the 98 CIRC II classes.

Compound Keyword (CKW ) A keyword phrase consisting of two or three adjacent
words; it will be treated as a single keyword concept.

Confidence Level (a . )  A measure of the confidence that a CIRC II Class C.
~ assigned to a document is correct; this is synonym~us

with the concept of the a posteriori probability a .
for class C..

CONVERT A software systems which is considered part of KEYL- ’INIJER ;
it takes the word frequency table obtained by KEYFINI)ER
using the sample documents , and selects keywords to be
used in the sequential classification al gor ithm.

COSATI Committee on Scientific and Technical Information of
the Federal Council on Science and Technology ; the
COSATI codes are 22 numer ic codes des ignating specific
areas of scientific and technical information .

Default Probability (
~ ) A very small probability assigned to a keyword as an

a priori probability P(WJC .) when no sample document
in class C. contained ~ keyword W..; this is
requ ired ~ because a zero probability would not
allow correct operation of the sequential classifica-
tion algorithm.

Frequency Table The table produced by the sof twa re KEYFINDER whe n
analyzing the aample documents , and consists of the
number of times each word occurred in the sample
documents for each class.

FTD Forei gn Technology Division , an organization within
the Air Force which is responsible for the administra-
tion , process ing, and develonment of the CIRC II Data
Base.

Hash Table A data structure which allows a very rap id search for
information about a word detected in an inpu t
document ; because of this speed , it is used in both
th e CLASSIFY and KEYFINDER software.

V 
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I P I R  I n p u t  P rocessor  I n t e r c o m n l u n i ~ a t  io n R e c I ) r d  ; the

m a c h i n e  record  in which each C 1RC I I  element is for-
matted for input processing, and will be t h e  i n p u t
forma t for the HAL version of CLASSIFY.

IR Intelli gence Report; a specific report ori g inated or
disseminated by intelli gence collection agencies; it
is apt to change subject often within the report , and
t h i s  causes sp e c i a l  p rob lems  fo r  c l a s s i f i c a t i o n .

KEYFINDER Tli ~ software developed in this study which analyzes
sample documents , producing keywords and their
frequency d i s t r i b u t i o n s  over the  CIRC II Classes .

Keyword (W .)  A word or p h r a s e  used fu r  document  c l a s s i f i c a t i o n
bec,iusc i t  is i n d i c a t i v e  of the class to which  t h a t
document belongs.

Keyword a Priori The probability tha t a particular keyword W . will occur
Probability P (WJC .) given a document from class C .; this is obthned using

frequency coun t data from the 3 frequency table produced
b y KEYFINDER.

FL/I A high—level programming l anguage  ava i l ab l e  on IBM
c o m p u t e r s ;  a l l  t h e  developed s o f t w a r e  is or ig inal ly
w r i t t e n  in t h i s  language .

P r i m a r y  C la s s  One or more classes to which  the s u b jec t  c o n t e n t  of a
document  p e r t a i n s  in a major  way ;  t h i s  concept  was
used in the eva lua t ion  of the  sequential classification
a l g o r i t h m .

R Parameter  This p a r a m e t e r  of KEYF INDER de te rmines  the  number  of
keywords to be read f rom the  document  between
a p p l i c a t i o n s  of the i — t e s t .

Sample Documents  The CIRC II  documents  submi t t ed  to KEYF INDER fo r
ana lys i s  to produce  keywords  and t he i r  f r e q u e n c y
d i s t r i b u t i o n  over classes.

S c a l i n g  Fac to r  A f a c t o r  app l i ed  in the c o m p u t a t i o n  of the  i — t e s t  to
avoid un d e r f l o w , i . e . ,  the  g e n e r a t i o n  of very  small
p r o b a b i l i t ie s  which  cannot be s to red  w i t h i n  the
c o m p u t e r .

SDI P r o f i l e s  Selec t  [ye Dissemina t ion  of I n f o r m a t i o n  user  input ,
which allows the CIRC II  d o c u m e n t s  in the user ’s
interest areas to be broug ht to his attention.
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S e c o n d a ry  C l a s s  One or more  c h  asses wh i cl i  are r e l e v a n t  to t he s u bj e c t
cent cOt of document , not  in a m a l u r  w a y ,  bu t  in a
p e r i p hera l sense ; t h i s  concept was used in t h e  eva l ua—
Lion of th~ s e q u e n t ia l  c l a s s i f i c a t i o n  a l g o r i t h m .

S e q u e n t i a l  A c l a s s i f i ca t  Ion method w h i c h  was i m p l e m e n t e d  f ’ r  t he
C l a s s i f i c a t i o n  CIRC II  Data  liase in t h i s  s t u d y ;  i t  is ca l led  sequential

because  only  a p o r t i o n  of each document  is read b e f o r e
a c l a s s i f i c a t i o n  d e ci s i o n  is made , r e s u l t i n g  in a
savings  in c o m p u t e r  t ine .

S e q u e n t i a l  Test A t es t  of the  sequential classification algorithm which
de te rmines which  c l a s ses  a re  to be re ta ined  fo r
c l a s s i f i c a t i o n  of a g iven d o c u m e n t ;  t h i s  concept  is
synonymous w i t h  t h a t  of the  a l p h a — t e s t .

T—— Do cument  Threshold  The i n i t i a l  number of keywords  which  must  be read
from a document  be fo re  t h e  f i r s t  s e q u e n t i a l  t es t  is
applied .

Technica l  I n f o r m a t i o n  The personnel  who assist  the  CI RC II  user in p r e p a r i n g
Spec ia l i s t  and us ing SDI p r o f i l e s  and r e t r o s p e c t iv e  sea rches .

Te rmina t ion  C r i t e r i a  For the sequen t i a l  al gor i thm , t he te rm ina t i on c r i t er ia
de t e rmines  when a c l a s s i f i c a t i o n  decis ion can be made ,
and no more of the document  need be read.

Test Documents  CIRC II  document s  w h i c h  were  used to eva lua te  the
CLASSIFY s o f t w a re , but  which  were not  also ana lyzed  as
samp le documents  by K E Y F I N D E R .

UDC Unive r sa l  Decima l Code; a numer i c  method of
sub jec t ive ly c a t e g o r i z i n g  information , ass igned by the
ori g ina tor  and p redominan t  in open literature documents.

L’DC Classes (110) The classes developed in the first phase of this study,
p r i m a r i l y  aimed at c l a s s i f y i n g  documents  f rom the  open
l i t e r a t u r e .
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EVALUATION

The app lication of The Ohio State University automatic subject

class ification software to a sample of CIRC II documents resulted in the

design of a desirable subject classification scheme . The design consisted

of 98 subjec t classes of which 87 classes were defined . The establishment

of a sound subject classification for CIRC II data base characterization

will aid in the elimination of shortcomings experienced with the use

ef present subject classificaticns. The subject classification can be used

to qualif y user profiles when documents are disseminated via the CIRC II

Selec t~ ve Dissemination of Information system and to qualify re trieval

requests via the CIRC On—Line document retrieval system. The degree

of acc uracy that this classification scheme will lend remains to be seen.

When the opportunity arises , FTD plan3 to exper iment with the software

to finalize the classification scheme and to evaluate its effect on

dissemination and retrieval accuracy. This work is in support of the

written word exploitation mission as defined in TPO/Thrust R3D.
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CHAPTER 1

CIRC II  ACTIVITY AND PRO B LEM DEFINITION

1.1 The CIRC II System

The Central Information Reference and Control (CIRC ) II System is a
document reference system in the area of natural sciences and engineering.
Responsibility for this system is charged to the Foreign Technology Division
( FTD) , an organization within the Air Force which is responsible for the
administration , processing, and development of the CIRC II System. The CIRC II
data base now references in excess of four million documents ; its growth
rate is approximately 25,000 references each month. Access to the data base
is through two modes:

a. a current awareness service which apprises users of documents newly
acquired during regular update periods by means of a Selective
Dissemination of Information (SDI) profile , and

b. retrospective searches which are made either on—line or off—line
to locate documents corresponding to specific requirements.

Both the profile system and the on—line system can attain very specific
information such as personalities , facilities or nomenclature. Also ,
select ion c r i t e r ia , such as coun t ry  of pub l i ca t i on  or document  type  or da te ,
are used to obta in  expl ic i t  re fe rences .  An i m p o r t a n t  aspect  of the matching
of a document with a profile or a search is the use of a document classifica-
tion in order to better identify those groups of documents which are most
l ike ly  to y ield spec i f i c  documents  of in te res t  to the  user , and avoid
superfluous retrieval. The most complex aspect of document matching,
however , involves concepts , composed of words , groups of words , or qualifi ed
words .  More comp l ica ted  concepts  can be cons t ruc ted  using Boolean c o n n eet i v c s .
Users of the CIRC II system are assisted in these many aspects of retrieval
by an FTD representative , called a Technical Information Specialist.

The types of documents that constitute the CIRC II data base and are
continually input into the CIRC II data base vary from journal articles
taken f r om ava ilable  fo re ign journals to technical reports and intelli gence
reports. These types of documents normally assume various formats and
CIRC II provides an input processor which convert 5 these to a standard
IP IR  ( I n p u t  Processor I n t e r c o m m u n i c a t i o n  Record  Format )  f o r  var ious  CIRC I I
system processing.
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A cl~~ssi fica t i o n  of a document data base is ti le part itioning of the
documents iflto sets c i l  l ed  c1asse~ or ~~ te ’orLes , where each class consists of
documents of similar subject content. There are presently two classifi cati ns
utilized in the CIRC II Data Base: tire COSATi and UDC classification codes .
The COSATI classification was pr !iiced by the Committee ofl Scientific and
Technica l  Information of tire F e d e r a l  ( o u n c i l  on Science and Technology , and
consists of 22 numeric codes  designat iog specific areas of scientific and
technical information. The Universal Decima l Codes , or UDC , is a numeric
method of subjectivel y categorizi~ng i lformation assigned by the ori ginator ,
and is p r e d o m i n a n t  in open f o r e i g n  l i t e r a t u r e  documents .

I~ the next section , the relationship of tire COSATI codes in  the CIRC IT
System is further exp lored .

1.2 COSATI Classes

As new incoming documents are processed and become part of the C1RC II
Data Base , they are assigned one or more COSATT. subject codes. These
classification codes are indicated in Table 1.1.

There are two problems with the COSATI classification which necessitated
the development of a new classification system . First , it can he seen tha t
the classes are too broad; they need to be subdivided in order to all )W a
more specific indication of subject area. The second p rob lem is tha t  f o ur
of the COSATI codes , viz ., 05 , 07 , 13 , and 20, account for over 50% of all
the documents in the open literature. This clearl y indicates that documents
are not distributed at all evenly over the COSAT I codes. More details about
distribution statistics oF the COSAT I codes are provided in Appendix A.

These two problems are addressed specificall y in the developm.~nt of
the final CIRC 11 test classes. These classes may he considered as
subdivided COSAT I codes , and indeed a re  organized In that way. However ,
experi ence with the IJOC classification was also taken into account in the
f ina l clts j i~ of the CIRC TI test classific ation.
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01 Aeronautics

02 Agriculture

03 Astronomy and  A s t r o p h y s i c s

04 Atmospheric Sciences

05 Behavioral and Social Sciences

06 Biolog ical and Medical Sciences

07 C h e m i s t r y

08 Earth Sciences and Oceanography

09 Electronics and Electrical Engineer ing

10 Energy Conversion (Non—Propulsive)

11 Materials

12 Mathematical Sciences

13 Mechanical , I n d u s t r i al , C i v i l  and Mar ine
Eng ineering

14 Methods and Equipment

15 Military Sciences

16 Missile Technology

17 N a v i g a t i o n s , Communications , Detection , and
Countermeasures

18 Nuclear Science and Technology

19 Ordnance

20 Physics

21 Propulsion and Fuels

22 Space Technology

TABLE 1.
COSATI Subject Group ings
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1 .3  The Problem Statement

The objective of this contract was t o  establ ish a subject classificat ion
of the CIRC 11 Data Base in order to aid in  documen t  d i s s e m i n a t i o n  by t he
CIRC II Selective Dissemination of Inlormation (SDI) System. In addition ,
a classification processing system was to be developed based upon these
classes in order to assign appropriate subject areas to documen t s  e n t e r i n g
th e CIRC II System.

4 The reason for the development of such a classification i~ that many
search terms have seve ra l meanings , and their specific meaning is generally
dependent upon the context of the document in which they occur. This
ambiguity, when document context is a factor , can be removed b y t h e use
of CIRC I I  qualifiers or the Boolean connective “AND ”. flowever, an
improved classification could in one way be used to  resolve t h i s  amb ig u i t y ,
since search for the documents relevant to a user ’s interest area could
concentrate within specified classes. Within each class , terms would be
much less ambiguous and the terms emp loyed could be more specific to the
user ’s interest. In addition , the classes themselves could be used as
an a p p r o p r i a t e l y  m o d i f i e d  search key fo r  document  r e t r i e v a l .

The newly developed c l a s s i f i c a t i o n  wou ld  have to remedy the problems
observed in the COSATI classes in Section 1.2. An increased number of classes
would be required to provide the  g r e a t e r  s p e c i f i c i t y  miss ing  in the  COSATI
classes. The CIRC 11 documents should be distributed more evenly over the
new cla sses, providing both better document retrieval and efficient computer
processing in finding relevant documents. This could eventuall y be applied
to the entire CIRC II Data Base in order to simplify the processing of
r e t r o s p e c t i v e  and o the r  searches.

t a order to accomplish  e i t h e r  the  o b j e c t i v e s  of develop ing a new compre-
hensive classification for the CIRC II Data Base or a processing system to
assign these classes to incoming CIRC II documents , it was rrecessar\’ to
demonstrate that such objectives were indeed feasible. It had to he shown
that a classification could be defined that would satisfactorily partition
the documents from the CTRC II Data Base. It further had to be demonstrated
that , using this classif Ication , ti n documents of the data base could au to -
matically be placed into the correct classes, It was required that this
c l a s s i f i c a t i o n  he accompl ished as a c c u r a t e l y  as pos s ib l e , and yet  t h e  process
be e f f i c i e n t  in ti ne sense of the  number  of documents proc e~;sed per u n i t  I inc .

Not i ce  t h a t  t h e s e  o b j e c t i v e s  imp ly a number  of  t r a d e  o f t  s w h i c h  needed t o
be s t u d i e d .  The s ize of ti ne c l a s s i f i c a t i o n  needs to he i nc reased  over  tha t
of the  COSATI c lasses .  The la r g e r  is the subject c la s s if  i cat  lofl , t h e n  t h e
f i n e r  t h e  p a r t  i t i n n i n g  of t h e  d a t a  base wi r ich  c o u l d  he a c h i e v e d .  h owever ,
as the  number  of c lasses  i n c  rca St  , a n d  t i r e  c l asses  become i n( ’ reas i mg I y
spec i f i c , t hen  a g iven d o c u m e n t  may have n be a s s i gned to  ma n \’ of  th e s e
very  sp ec i f i c  c la s s es , and many  d o c u m e n t s  may he t i  l ( u r a I  t o  f i t  i n t o
suc h s p e c i f i c  c lasses .  Al  s t i r e  cost w i l l  m i d - r o e  W i  t in t i r e  f l h I m i ) e r  o f
classes. A hal alice n e e d s  to  be a c l r  I - v i  i n  t ire numb er  of c i  n o se s  c c i  cc ted .
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S i m i l a r l y  a t r a d e o f f  e x is t s  in the software to automatically classif y
the documents. It should c l a s s i f y  as accuratel y as possible , and yet the
anal ys is  should not be so ex t ens ive  t h a t  i t  r equ i r e s  excessive t ime to process
a given number of d o c u m e n t s .  In t h i s  s tud y a method was app l ied which
addressed t h i s  t rade  o f f .

The o r i g ina l s t a t e m e n t  of work  f o r  t h i s  p r o j e c t  c a l l ed  for  the sub jec t
classification to exhibit near uniform distribution of documents across
subject categories , and a si gnificant number of categories should be repre-
sented. This unitorm distribution requirement later had to be modified to
a l low c e r t a i n  sub jec t s  of greatest interest to CIRC II System users to be
g iven more emphasis and visibility as distinct classes somewhat out of
proportion to the number of documents  in these sub j ec t  a reas .  This compromise
had to be addressed by FTD and this contractor.

W i t h  regard to the number of categories , FTD system constraints indicated
tha t  about one hundred  classes would y i e ld  the desired degree of specificity,
and yet  not too many more than one hundred  classes should be selected , or
else serious process ing problems would be e n c o u n t e r e d .  Thus par t  of the
f e a s i b i l i t y  s tudy  would be to ascertain whether satisfactory classification
could  be obtained with an a p p r o p r i a t e l y  chosen set of approximately one
hundred classes.

1.4 ~,pproach to the Problem

The classification structure was to be derived using Ohio State University ’s
computerized sequential classification al gorithm. A modified version of this
al gorithm would then be produced to process incoming C~ RC II documents by
assigning appropriate classes. This algorithm was developed through the
suppor t  of the National Science Foundation , the final reports of which  are
g iven as references [7 , 11]. The reason t h e  al gorithm is called sequential
is tha t  onl y as much of the inpu t  document  is read to a c c u r a t e l y  c l a s s i f y
the doc ument , thus obtaining a most accurate classification decision as
efficientl y as possible. This addresses the accuracy—efficiency trade off
i n d e n t i f i e d  in Section 1.3 , and is why this algorithm was proposed for this
prob lem.

In o r d e r  to accompl ish  the o b j e c t i v e s  of t h i s  c o n t r a c t , t he one—year
e f f o r t  was d iv ided  i n to  two phases:

PHASE I :  A research  and deve lopment  p in a se  was f i r st c ond u c t e d to  sh ow
the feasibility of the approach. An initial classific ation structure wa.s
c o n s t r u c t e d , and keyword s e l e c t i o n  t e ch n i ques  and  the sequential c l a s s i f i c a t i o n
al g o r i t h m  app lied to CIRC II documents provided by Fin . This was a six month
eff ort , which demonstrated that satisfactory classification of the CIRC II
documen t s  could be ach i eved .  I t  was ( - l e a r  t h a t  subject clas sification had to
be m o d i f i e d , p r i m a r i l y  to c o n t a i n  t h o s e  classes for  s u b j e c t  a r ea s  of most
in te res t  to CIRC II users , even t h o u g h t h e  r e l a t  i ve  n u m b e r  of  documen ts  in
those areas mi ght be quite s m a l l .
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P HASE 11: An i m p l e m e n t a t i o n  phase sos  p lann ed , i c r i n o  w h i c h  t irs - tire
s o f t w a r e  was m o d i f i e d  and recoded  so as to be ope rational on tite FTP IBM 370/

65 c o m p u t e r .  T i e  software was to  be i n s t a l le d  and t e s t e d  a t  t h e  FTI) fa cilit y .
in addition , the sub~ e- - t classific ation C’S considerably modifi ed , kevw rd
selection improv ed , and an a n p p r L t c i  t o  o i n n l v z t  intel li gence Reports was
i n v e s t i g a t e d .

In t e r m s  of the  m e t h u d o l c ~~v of t h e  aupr oach of Phase I , t h i s  r e q u i r e d
t i n a t  FTD p r o v i d e  t h i s  oorntrac tor with a frt- c~-ae- n cv d i s t r i h u t  ion  o t  C I R C  I I
documents over the Universal Dec a l  C 1a s s i f i~~a t i on (UDC) System for a ~ar :e
typ ical group of documents. FTD also prc ’ided it- n to twenty t h o u s a n d  t v p i c~n l
document abstracts in computer—readable form s-hLct . had already bet -n as s i gned
CDC codes .  This allowed the design of a i ’P C — h i s e d  su i -~~e c t  c l a s s i f i c a t io n , and
t ine  a b s t r a c t s  p rov ided  the  r e cu i r e d  s:n : : I -1e d o c u m e n t s .  l’s in g  t h ese  s cup i e
a b s t r a c t s , PeVWL rds  w e r e  e x t r a c t e d  w h i J ~ c h a r a c t e r i z e d  ea~ 1 c l a s s  . A  n u m b er
of e x p e r i m e n t s  were  p e r f o r m e d  u s i n g  the Seçuora : ial clas sif t e at  ion a l c r i  t h u . an d
t hese e xu t - r im e n t s  d e m o n s t r a t e d  t h e  f e a s i b i l i t y  of the f e v e l o p r c e n t  of a s a t i s —
f a ct o r - s e t  of CI RC I I  c l a s s e s .  The s e q uen t i a l  c l a s s i f i c a t i o n  a l g o r i t h m  s’a s
shown to constitute a feasible approach i c r  c l a s s i f v i n c  CIRC I I  dc caime nts .

The initiation of Phase Ii was haseo -apon the satisfactor Y classifi cation
c t  C I R C  II  do~ u m e n t s  a ch i e v e d  in P h a s e  I .  Eionwo: e t- , th0 subject classification
ha s to  be cons  id~- r c a b i v  macl i f l ed  to e x p an d  t u e  n u m b e r  of  class~ s for subject
areas cr e a t es t  i n t ’ -r e s t  t o  C I R C  II u s e r s .  The s a m u l e  d o c u m e n t s  were
ea r e f , 1l~ s e l e c t e d  f r - u van  -us sources u s c n o  C I R C  II  s e a r c h  p r o c e d u r e s , and
not  j u s t  f r o m  t h e -  spec. f o r c x c i c  iit~ ratsr~ doc uueni~,. These documents st-re
s c r een e d  : a anu a l T h  to  e n s u r e  t h a t  each  c lass  was c h a r a c t e r i z e d  as wel l  as
p as s  in  Ic .

On ~-~a r ch  3i , l 9 7~’ , t h e  mod c f i e J  s o f t w a r e  and t ap e s  of t f l c  d e t i n i n g
d o c u m e n t s , wor a  f r e q u e n c ie s , de’-rco r d a n d Ke fls’er d  fr ~~~ue n c i e s , w e r e  a l l  t u r n e d
o ve r  to FTD f o r  p o s s i b L e  ~i liu ti ~- n at  t : . - r i r  f~~~il i : : .

1. ~ Summar y  of Resu t s  and CL -nc lusion~

This  ~t u d v  has sh scm t n e  f e a s i b i l  ~tv  o f tb .  dev~~1op:-~~nc of ab o u t  one
h - u : d r e u  c lasses  w h i c h  - -:111 s a t i s f a c t o r i l y  c l O s s i f \ - t a t e  C I R C  I I  P i t a  B a s e .
The CIRC I I  c L a ~~sc~Ls deve l - : ed~~~n t u i s  s t u d y  r e p r t -se nt  a c o o - c r - - c i s c  b e t w e e n
th e  r e g u i r e m e n t  t h a t  the  d o c u m e n t s  he ap p r o x i m a t~~ u n i f o r r c l v  d i s t r i b u t e d
over  the  c l a s s e s  and  t h e  rocj-ut reme:lt tI- i i t  - t u e r  s p e c i f i c  a r c - a s  of c r e n t e r
i n t e r est  t o  t h e  u s e r s  of  t h L  CIRC I System be ch o s en  as d i s t  i n - - i  c l a s s es .

A classif ication a’:stem nas bc-en d~ velcm0J whic h :-:ill a n a l y z e  C T R C  I I
d o c u m e n t s  and  a s s ian  t h e m  ac - a r a t e l v  and  e f f i c i ~- n t l v  to  o n e  or m ore  C I R C  I I
c l a s s e s .  It  has fi t- fl s h - - - -co t~~

- i t  m or  t h :-n  C f t h 0  as~~i c n t o i c l a s s e s  a re
- r r e c t i v  a s s i e n e d  and  :~ t o v e r  O Jo u m t n t s  p e r  s econ d  co u ld be a u t o m a t  i c a l l v

c 1a s s i f i ~-d on t h -  FTD T P ~- 1 3~ 1o5 om;-u te r . 1op~~y - - r  r d  55 ~c f l f ij  n t  of
t 0 s t  docu m e n t s  to  c lo s s~~s is r~~:- o r t e J a  . I t  -e ns  f~ u n :  t h a t  no co re t h a n
f ive CIRC I I  ci  a s s e s  ten s  rec, - : i r e d to  h o  ass  i - c u ed  t o  a n ’  Jocu:’:t-nt , a nd so t h t
o u tp u t  - f this clas sif icat i on s’:st~- -- . c o n s i s t s  c f  cu t t - - f i v e  c l~~~sc- s an d  t } i - l r
co n f i d e n c e  l e v e l s .  The coni i nce level of a cl- ss c a r t s  s; - u d s  t a c on l  i L I t f i c e
p r o b a b i l i t - -  t h a t  t he  c i  1SS is c o r r e c t  a f t e r  a s r r : i c i - - u l  po r t i - -n - i
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t h a t  d o c u m e n t  bra s been read . For near i v  ;n l l  documents , i t  wo s quite t v p i - a l
u n  co n f i d e n c e  l eve l s  ox -eeding 0.85 were a c h i e ve d  b e f o r e  ten  keywords were

read w i t h i n  t h e  d o c u m e n t .  I t  was found  that t he  h i ghest  a c c u r a c y  was o b t a i n e d
when t h e  class w i t h  the  h i ghest  c o n f i d e n c e  level  was chosen .  However ,
in or d er  t ha t  more a p p r o p r i a t e  classes be ch o ce n , cn compromise  was made in
t i n i s  regard . E x p e r i m e n t s  a l so  showed t h a t  t h e  best  p e r f o r m an c e  was o b t a i n e d
when c l a s se s  were  chnose n at the  end of t he  a n a l y s i s  of e:nch document , r a t h e r
t h a n  se l e c t i n g  c l cn s se s  e a r l i e r  in the  ana l y s i s .

A software system was developed and delivered to FTD which analyzes
sample documents , and thus defines each of the CIRC II classes. The primary
purpose of this software is to produce keywords and their frequency
distributions over the classes which are used in the classification system .
Data was delivered which included all documents analyzed so that FTD could
reproduce the results of this study, or modify those results. This software
a l l o w s  the  o v e r a l l  c l a s s i f i c a t i o n  system to be dynamic , and the following
changes can be mad e :

1) new CIRC Ii classes can be defined by submitting additional samp le
documents for analysis;

2) additional documents can be submitted to further define an alread y
existing class;

3) a class can be deleted;
4) the keywords can be changed;
5) a number of parameters of the classification system can be changed .

It was found that about 4,000 keywords were sufficient to satisfactoril y
classify nearly all CIRC II documents. This is a level which does not exert
an excessive demand for storage when the  classification system is operated in
a production environment. At this level , nearly all documents with text con-
t a i n  a s u f f i c i en t  number of keyword s so t h a t  a s a t i s f a c t o r y  c l a s s i f i c a t io n
d e c i s i o n  can be m a d e .  F u r t h e r m o r e , i t  was found  t ha t  t h i s  number of keywords
was fairl y s t a b le , and did not r e q u i r e  m o d i f i c a t i o n  w i t h  small sys tem c h a ng e s .

I t  was f o u n d  tha t  fo r  most classes , about  150 samp le documents  were
s u f f i c i e n t  to a d e q ua t e l y d e f i n e  t h a t  class for  c l a s s i f i c a t i o n. S t a b i l i ty
was achieved with this figure or less , and this requires that only about
15 , 000 sample  d o c u m e n t s  he ana lyzed  fo r  100 c lasses , wh ich  is not  un reasonab le
fo r a c a n e — t i m e  p r o j e c t .

A method was developed , though not imp lemented in this software , fo r
ciassif ying documents w h i c h  frequently change subje ct. Intel Ligence Reports
w i l l  o f t e n  tend to have this property, and thus u n m o d i f i e d  s e q u e n t i a l
classification may only obtain cn partial view of the subject areas disc’iisst ’d
in such  a d o c u m e n t .

1.6 Recommendations for Future Work

One of  the  most  ser ious prob lems  d u r i n g  t h i s  study is t h a t  d e f i n i n g
sample documents for each c l a s s  had to be m a n u a l l y s e l e c t e d  or a t  l e a s t
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manually screened. This is very tedious , ar i d  ve t  g o d  de f  in i r i g samp i  e
documents  for  each c l a s s  are essent  i ; n I .  I t  is r mr - r r i~ d that a nietliod be
found to automa t icall y generate s u c h  d o c u m e n t s .  ~;1t - t t - c l r n i q u e  w h i c h  migh t
prove use fu l  here is the  2~~y~ s d i s t a n c e  c u t  or  i n  b r i e f l y d e s c r i b e d  in
Chapter  9 , as it is a very  sens i t  ive l u n d  at or of th.- s n n h j t’ ct eorntern t of a
docu m e n t .

A n o t h e r  area where more  r e sea rch  is needed i s  in  b e t t e r  keyword se lec t ion
t e c h n i q u e s .  It was found  in t h i s  s tud y t h a t  c e r t a i n  high f r e q u e n c y  words  had
to be manua l ly  removed f r o m  the  k e yw o r d  set. Repeated  e f f o r t s  f a i l e d  to
remove these words by any automatic method , I.e., algorithmic : techn i que .

The work begun in this stud y on app lying t he  Bayes d i s t a n c e  c r i t e r i o n
to documents  which  change sub j ec t  should  be c o m p l e t e d .  An evaluation should
then  be made to see if i m p l e m e n t a t i o n  i s  r e q u i r e d  fo r  the  CIRC II S y s t e m .

Compound keywords  are two car t h r e e  a d j a c e n t  words  chosen to p r o v i d e  more
s p e c i f i c  d i s c r i m i n a t i o n  fo r  c l a s s i f i c a t i o n. A f a c i l i t y  for  compound keywords
was included in the classification software. A systematic study should be
made for the CIRC Ii System to  see if the  e x t r a  c om p l e x i t y  of t h i s  f a c i l i ty
is justified in terms of substantially improved classification. There was
insufficier -: t ime during this contr a-t period to p e r f o r m  such an e v a l u a t i o n .

1.7 Report Overview

Chapter 1 has provided an introduction to the CIRC IT classification
problem and how t h i s  problem was approached during this contract study .

Chap te r  2 i nd ica tes  a general  descr i p t i o n  and overview of the  s equen t i a l
classification algorithm which resulted from a National Science Foundation
research grant [7 .111 .

A repor t  of the  work on Phase 1 of this contract is given in Chapters 3
and 4. Chapter 3 ind icates how the  UDC c lasses  were selected and used ,
while Chapter 4 reports the experiments from Phase I and their evaluation.
Appendices B and C give the UDC classes and their frequencies , respective ly .

The work of Phase II is contained in Chap te r s  5 through 10. Chap te r
5 describes the deve lopment  of the f in a l  98 CIRC II Classes , and the’.’ :nre
presented  in d e t a i l  in Appendix F.

Chapter 6 is ;n detailed discussion of the  de l ivered  s o f t w a r e  ve r s ion  of
t he  s e q u e n t i a l  c l a s s i f i c a t i o n  al g o r i t h m .  An indication of its p e r f o r m a n c e
c h a r a c t e r i s t i c s  are g i v e n , a long w i t h  wha t  so r t  of m o d i f i c c n t  i ons  can he made  0

bo th  in parameters and in the  s o f t w a r e .

Chapter 7 is d e t a i l e d  d i s c u s s i o n  of the  s o f t w a r e  w h i c h  ana l yzes  samp l e
documents and produces keywords and freqrien cv distribut ions which ctr - iracter lz e
the CIRC II classes. ‘Ihis is important in that addit i r t n ; n l  s a m p l e  documents
may be submitted by FTD which were not previously :rvn i i ,-nble f o r  this~ st~idy.
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A compound keyword is a phrase of two or three adjacent words which are
useful for document classification . The compound keyword software developed
in this study isdiscussed in Chapter 8.

Intelligence Reports are documents which poten Liall y may change subject
m a t t e r  several t imes w i t h i n  the t ex t  and t h i s  may pose problems fo r  sequent ia l
classification. Although not implemented in the final system , an approach
will be documented to deal with documents which change subjects several times
within their text.

Chapter 10 reports experimental results with the final CIRC II classes
and keyword s, and indicates the system performance characteristics. Conclu—
sions and recommendations for future work are presented .
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CH AP TER 2

G E N E R A L  D E S C R I  I ’ l l  ON OF SEyl - b- : Nrl ~\l. H A S S I F I C A T I O N

• 1 Results of t i r e  N i t  i ona 1 St - i e n c e F o u r r j a t j  ‘1? 
~~~

The a u t h o r  b r a s  been invo lved  in a two—i-ear stud y I a s equen t  ial a n a l y s i s
mode l  t o r a ut o m a t i c  documen t  e l n s s i f  L i t  ion  [7 , 11],  w l n i c b r  was s u p p o rt e d  b y
I n c  N a t  n o n a l  Sc ien c o  F o u n d a t i o n .  I t  is based on t h e  not ions of sequen t  i a l
analysis as descri ed by W ,nld [10], concepts w h i c h  have  been s u c c e s s f u l l y
applied in the field of pattern recognition (See , fo r  example , ti r e work of
Fu [6]). Fried and his co—workers ori ginally suggested this approach be
applied to automatic ’ classification in 1968 [5]. An initial imp l ementation
of this idea was constructed by Aberi [1], but the recent research effort has
provided numerous improvements to this imp l ementation .

As a re~~u lt  of t h i s  NSF s t u d y ,  the  c l a s s i f i c a t i o n  a l g o r i t h m  was a v a i l —
able in PL/I form , and thus  could  be app l ied  to the  CIRC II dat a  base as
soon as a number of input format problems were resolved. This was the
reason tha t  Phase I could  be c o m p l e t e d  in as shor t  a period as s ix  m o n t h s .

2 . 2  An Overview of S eq u e n t i a l  C l a s s i f i c a t i o n

The s e q u e n t i a l  c l a s s i f i c a t i o n  method  assumes t u e  a v a i l a b i l i t y  of on
g iven number  of subjec t  c a t ego r i e s , a s e l e c t i o n  of keywords  r e p r e s e n t a t i v e
of these ca tegor ies , and the  a p r i o r i  p r o b a b i l i t i e s  of a l l  keywords  r t - p r e —
sentative of these categories , and the  a p r i o r i  p r o b a b i l i t i e s  of a l l  k e y w o r d s
w i t h i n  each ca tegory . G i v e n  t he  c a t e g o r i e s , these  p r o b a b i l i t i e s  a r -  usual l v
de te rmined  f r o m  a r e p r e s e n t a tiv e  samp le set o f docu m en ts  b y c o u n t i n g  t h e
frequencies of a l l  keywords  w i t h i n  t he  sample  d o c u m e n t s  of ca c t i  c : n t e g - r v .

In t h e  s e q u e n t i a l  a p p r o a c h , o n l y  as much of i- n t h  d o c u m e n t  to h. c l a s s
fit ’ is read u n t i l  i t  can ‘c c l a s s i f i e d  in t o  one or more  c :n t e c t o r i e s .  A
word in the  document  is i s o l a t e d , and compared  to a l i s t  of k t - v w o r d s .  I f  i t
is not a keyword , a n o t h e r  word is isolat ed a n d  r e a d .  I f  i t  is ,n keyword .
then  access is made to a f r e q u e n c y  t a b l e  to  obta in it s  a p r i o r i  p r b . b i l i t ’ . ’
w i t h i n  each c a t e g o ry .  As t h i s  is done r e p - i t  ed ly  w i t h  succes s  iv e  k i -y w o r d s ,
an a pos te r io r  p r o b a b i l i t y  is c a l c u l a t e d  f o r  con ch c l a s s  u s i n g  Ba’.’es r u l e .

The a pos t e r i o r  i p r o b a b i l  i t ’ . -  f o r  each re in : r  i n  l ug  e l , n s s  is  .-omp :nred to

some predetermined threshold. If it is less t h a n  t h i s  t h r e s h o l d , t h e n  t h e
class is d ropped .  IThen a t e r r n i n i -it ion c o n d i t i o n  is  a c h iev e d , a l l  e l iss i s - -

w i t h  s u f f i c i e n t ly h ig h  a postcr iori p r o b a b i l i t i e s  ar c - ass igned to I h i t

d o c u m e n t .  I f  the  end of t he  documen t  is  t’n cournt -r -d b el  r t - t i n -  t e r m i u l c i t  lu ll
condition is achieved , the document is deemed unci ,r s sl fia h l t ’ . D e t n i l s  of
the terminat ion cond i t  ion and how ‘ s i r  I I ic i e nt  l v  l i i  g h r ’’ a po s t  ~-r  b r  I H ‘b ahi  1 I —
ties should he f o r  a c lass  to he s e l e c t e d  w i l l  he d i  s c l l s s u ’ ul i n Chi n p i e r  ~~.

10



3 Po iy es  i ) i s t , n n i ’e So f t w a r e

One o f  t t i e  most i n t e r e s t in g  r e s u l t s  of t i r e  N S i -  s t u d y is ,n me th o d  b y
wh ic h  to i d e n t i f y “n o i s y ” keywords  d u r i n g  t ire s e q u e n t i a l  c l a s s i f i c at i o n  of
a d o c u m e n t .  S ince  t ine  s equen t  i a l  a p p r o a c h  me ans  t b r a t  on l y cn f ew keyw ords
a r e  read  b e f o r e  the  d o c u m e n t  is  c l a s s i f i ed , t h i s  p rocess  may be sos -pt i h b e
I i  sev ern ] keywords  nea r  t ine  beg i n n i n g  wi n ch Ire c - i  t h e r  i n c o r r e c t  i n d i c a t o r s
o f t i n e  c o n t e n t  of  that document or c i  si i n d i c , n t e  a d i f f e r e n t  in s p e c t  of  t h e
docume n t

In C h a pi e r  9 , the  Bayes d i s t a n c e  m e a s u r e  is f o r m a l l y d e f i n e d . In
r e f e r e n c e  [ 7 )  i t s  p r o p e r t i e s  a r e  exp i red , w l n e r & -  i t  is sinow n t h a t  t h i s
rat - , n s u r e  is u ’e I a t e d  to p r o b a b i l i t y  of e r r o r  ~r t  e on c l n s t a g e  and a l so  to t h e
u n c e r t a i n t y  or entropy , but the main point here is t h a t  t i n e  Bayes d i s t a n c e
m e a su r e  is e x t r e m e ly  s e n s i t i v e  to an u n e x p e c t e d  keyword . For example , in
an i d e a l  document  in which all initia l keywords are  i n d i c a t i v e  of s ing le
c lass  ari d t i r e  s e q u e n t i a l  al g o r i t h m  a r r i v e s  r a p i d l y  at a co r r ec t  dec i s ion ,
t h i s  measure is found to r i se  rap id l y and mono ton ical l y to a u n i ty  v a l u e .
For a document  c o n t a i n i n g  a keyword i n c o n s i st e n t  w i t h  t ha t  class , t h e r e  is
an i m m e d i a t e  observab le  drop in the Bayes d i s t a n c e  measure .

The Bayes d i s t a n c e  c l a s s i f i c a t i o n  al g o r i t h m  is based upon th i s  idea ,
and th row s  out  keywords w h i c h  have been i d e n t i f i e d  by t ine  Bayes d i s t ance  as
“noisy ” . More is g iven on t h i s  al go r i thm in Chap te r  9 , and in r e f e r e n c e  [ 7 ) .
It has been used in parallel with the sequential algorithm several times
during this work , but is primaril y suggested for use with Intelli gence
Reports (IR), where the subject matter may change several times within the
document , and it is f-I t that tine sensitive Bayes distance criterion should
be able to detect this change.

2.4 Classification Output

As each document is analyzed by the sequential algorithm , new records
will be created and added to the end of each document , one new record
for each assigned class. This information will consist of at most f i v e
classes and their confidence levels. These confidence levels are the
a posteriori probabi ]ities discussed in Section 2.2 , and sum to unity over
all classes remaining in contention at any time .

The format of each class entry is a five character field; for examp le ,
if class 49 is selected with confidence .86, the output entry will he

04986.

Note tinat three di g its are allocated for the class code , since the software
allows for expansion of the current 98 classes. Th e confidence l evel c a n  he
expressed to two significant decimal fi gures.

In case the document is deemed unclassifiable , the output will appear
as

00000.

I l  
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In the special case that there is no abstract text an d t h e docume n t is
un c l a s s i f i a b l e  based on t h e  t i t l e  ( - - r t h e r e  is  a l so  no t i t l e ) ,  t i ne  output
will appear as

99900.

I
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CHAPTER 3

SELECTION OF THE 110 W)C CLASSES

3 .1  ~~~~~~~j ) t i o n of t he  110 UDC Classes

The Universal Decimal Classification (UDC) is a complete hierarchical
numerical classification , and is described in detail in reference [9).
Since i t  is u t i l i z e d  by much of the  rest  of t ine  wor ld  f o r  c 1a s s if ie~it i o n of
t echn ica l  m a t e r i a l , many of the CIRC II documents  f r o m  t h e  open l i t e r a t u r e
already have one or more assigned UDC codes.

The hierarchical nature of these codes can be illustrated by several
exanrnp les.

Ball bear ings: 621 .822.7

The first digit , 6, indicates this subject is within app lied science ,
medi c ine , and technology . The first two di gits , 62, narrow this down to
eng ineering and technology. The first three digits , 621 , narrow it still
f u r t h e r  to mechanica l  and e lec t r ica l  eng ineer ing .  For readability, the UDC
convention is to insert a period every three digits. Thus 621.8 denotes
power transmission and materials handling. 621.82 indicates transmission
systems and parts. 621 .822 denotes bearings and bushings , and finally code
621.822.7 specificall y ideintifi c’s the subject of ball bearings. This clearl y
shows the hierarchical nature of the decimal classification code.

The second example is briefl y exp lained as follows :

Pest Control of wheat by cinemica l spray ing: 632.934:633.11

63 Agriculture
632 Plant Diseases and Pests , Crop Damage
632.9 Pest Control , Plant and Crop Protection
632.93 Pest Control Measures
632.934 Pest Control by Chemicals (Spraying)
633 Field Crops
633.1 Cereals , Corn , and Gra in  Crops
633.11 Wheat

Note  t h a t  m o d i f i e r s  earn often he handled as d i s t i n c t  UDC codes , treated
as different aspects of t h e  subject matter. Note that t i le co lon  (:) serves
as cnn a r t i c ul a t  ion  p o i n t  between UDC codes , although plus (+) can also he
used in t h i s  way .

I t  was because of t h i s  h i e r a r c h i c a l  n a t u r e  of t h e  UD C codes  and that
man ’- ti re open I i  t e r a t u r e  C I R C  I I  documents wore n i  ready assigned s u c h  co d e s
that the in it icn 1 set of c i i  sses wer e se icc t en1 on t he has  i s  of t he UDC
schedule. ‘I ’h i s  c o n t r , n c t  or was p r o v i d e d  hi’ FTI) t i r e  d i s t r i b u t  ion st I t  1st i c s
o f 208 ,81 ~ C I RC II d o c u m e n t  by UDC code .  ‘li i  is d i s t r i h u t  i o n  is  g iVe!)  in

13
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Appendix C. First the document distribu tion b y lJl )C at one di g it r o t  i s
shown ; t h i s  c lear l y illustrates tinat 96.SZ of t hese  d o c u m e n t s  are in codes
5 and 6:

5 Math and Natural Science 31.1%
6 Applied Science , Medicine , and Technology 65.]~

’
96.8~

The document distribution is then indicated by two , three , and four di git
roots where such breakdowns are required to specif y distributions to less
than 1% of the total number of documents.

These distributions could then be used in order to  choose ah oi nt one
hundred classes so as to satisfy the specification tinat no class should
con ta in  more 111am 1% of the documents. Of course , some care had to  be t~~kt-rr
to put UDC codes of similar subject matter together in one class , and to
avoid artificial boundaries between classes as much as possible , botin in
order to find a small number of characterizing keywords which could accuratel y
cl assif y documents into that class.

Another consideration in the construction of the 110 UDC classes was to
include a number of general classes. This was done to allow the classes to
be truly hierarchical , and also is indicated in the UDC frequency distribution
given in Appendix C. Several examples are:

UDC 2~ DOCU~1ENT
CLASS NO. UDC CODE SUBJECT D1STRIBI1TION

9 53 onl y Physics and Mechan ics  0 . 1 6
530 General Princ iples of Phys i c s  0 . 14
531 Mechanics  0 .96

1 .26

47 6 onl y Appl ied  Science , M e d i c i n e ,
Technology 

-
60 onl y General  Technology 0 . 0 5
62 onl y Engineering arid Technology 1.42

1 . 4 7

This decis ion , however , was not a good idea , because c l a s s i f i c a t i o n  of
documents  in to  such classes was u n a c c e pt a b i  e to FTD. Tiner e w i l l  have to be
some class into  w h i c h  such d o c u m e n t s  are p l a c e d , b ut  t i n e  p roblem w I s  that
too many documents with specific subject content were being placed in  t hese
general classes. The new CIRC I I  c lasses  d e s c r i b e d  in C h a p t e r  5 w, ’re
designed to e l i m i n a t e  t h i s  p r o b l e m .

The 110 UDC classes a re  l i s t ed  and di - s c r i h e c l  in -\ p p e n d i x  B. As c ii i
seen , the largest class contained 1.47% of t I r e  d o c u m e n t s , wh e r e n s  t i n e  stu n l u -S t
corresponded to 0. 32%, thus sat is ly i n g  t h e  r equi r u - m u - l i t  of  i n e a r  u r n  i f o r m
distribution of documents across s u b j e c t  c at e g or  L’s.  h h r e r u - i s  , r  s n i h s t a n t  i i i
e m p h a s i s  on LJDC codes in t i le  r ange  5 and ( ,r s di scr r s se d  ‘ i t  i t , - . I n  m o s t
cases , a UDC c l a s s  c o n s i s t s  of consu l u t  l v i -  tII )C o o d n s, b it t th is i s  not

1 *
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un iversa ll y true . In some cases a more homogeneous class can be constructed
from noneonsecutive IJDC codes , and also a better delineation obtained
between classes.  In the  next  section a desc r i p t i o n  of the  UDC parser is
g iven , which constitutes a mapping between the  UDC codes and thes e 110 UDC
classes.

3.? The UDC Parser

The importance of the UDC parser is that samp le documents with an
assigned UDC code can be automatically chosen as sample documents. In the
case of the CIRC II sample documents described in Chapter 5, they had to be
selected manually because of the absence of a hierarchical code like the
UDC cod e assigned to each document.

Before discussing the way the UDC parser works , further detailed
features of the UDC codes need to be identified . The main UDC code may be
modified by the following qualifiers :

CODE INDICATES PURPOSE OF QUALIFICATION

.01/.09 Spec ial Anal yticals qualifies t he  UDC code f u r t h e r
—01—9

.00 Viewpoint

(1/9) place indicates location

“ “ time indicates a date or chronological
time

(0)  form fo rmat  of document

= language indicates race or language

‘1/9 ’ synthetic numbers concatenates several UDC codes to
form a compound concept

Recall the major articulation points between distinct codes are : and +; as
indicated above , / indicates an inclusive continuation .

In general , the UDC parser works by extracting a sing le UDC code and
ignoring all the modif ying information above. The special format of these
modifiers makes the separation possible , i.e., look for .05, .005 , (439),

“ , (089), , and ‘ ‘ . One further complication is t h a t  several  UDC codes
m~ y be grouped t oge the r  w i t h  pa r en the se s , and t i l l s  mus t  be d i f f e re n t i a t e d
f rom the  p lace and fo rm m o d i f i e r s .  This is handled i n  the al gorithm
indicated below. Another difficult y which had to he dealt with was UDC
k e y p u n c h i n g  e r ro r s .  The major  des ign  c o n s i d e r a t i o n  here  was to he a b l e  t o
recover f rom such errors , g o i n g  on t o  t i ne  nex t  Ui)C code if  several  a r e
ass igned .  If  rio UDC code is o b t a i ned , the  doc -n i men t  is s k i pped . In t i n s
case , some UDC codes may be los t .  Our e x p e r ien c e  w i t i n  t h i s  t~DC pa r se r is

15
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less than 0.1% of the UDC codes were lost due to keypunching errors , and
although a number of simplifications were made in the al gorithm , there was
no instance where a UDC code was parsed incorrectly.

After the UDC code is extracted from any modifiers , a data structure as
illustrated in Figure 3.1 is used. Tile first UDC code dig it identifies the
entry in the first table. Except for ‘5’ or ‘6’ as this di git , this first
table entry contains t h e  UDC class informa t ion. If this digit is a ‘5’ or
‘6’ , a pointer to a n o t h e r  table allows tine examination of the second decima l
dig it of the code. Pointers to other tables are followed until a specific
class is identified as indicated by tine UDC classes in Appendix B. In all ,
twenty tables are required for these 110 t’DC classes. The eleventh entry
in each table is used for the  “on] v ’ c lasses  d i s c u s s e d  in the  p rev ious  s e c t i o n .

FIRST ‘FABLE 

~ 

‘5’ TABLE 
- 

‘ 6’ TABLE

0 
_ _ _ _

I 

_ _ _  

I

• 

lO~~~~~~~~~~~~~~~~~~~ _ _  __ _

for First UDC Di g it I n s t  t u ! - I e  u n t r v
r ‘‘ ‘it I ‘ ‘ C I .i s s, ’s

FIc l’Rl-: 3.1
Tab I t ’s - r t h ) C U i  i s u - r

The f o l l o w i n g  i s a s imp l i t  i~~~i summa i - - ‘t  t h e  ] J i (  ; , n u  - -  a l ~ ’ - r i t h n m .
Not ice t h a t  i t  is a t w o — p a s s  p n r s u - r , u ’x n u u r i o i n g  , - , i u - In i i i  I ’d , t w i u e .  
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(JDC Parser  Al g o r i t h m

Input: A character string representing a UDC code.

I Pass 1:

1) Any initial left parenthesis is ignored (group ing is assumed).
2)  Each d i g i t  or . is moved to the current buffer except as noted

below .
3) Anything within parentheses is ignored (except initial left paren—

theses , as we assume all others are modifiers of the UDC code).
4) All charac te r s  w i t h i n  double quotes  are ignored.
5) All numerals and . are ignored after = , — , I, or
6) There is a change to a new buffer after : or + (a new UDC code

is assumed).
7) All numerical characters and . are ignored after any alphabetic

character. -

8) All stray righ t parentheses are ignored.
9) If any other character except a blank is encountered , an error

message is written , an error code returned , and the parsing is
terminated (the UDC code is in error , and the document will he
skipped).

10) Stop processing at the first blank.

Pass 2:

11) For each buffer constructed in Pass 1, read tine decima l dig its ,
ignoring periods , and utilize the twenty tables to find the appro-
priate UDC class.

12) If no class is defined at the end of the buffer , then the correct
UDC c lass  is the “only ” 11th e n t ry  in the  c u r r e n t  t ab le .

Termination and Output

13) The UDC classes are then sorted and like classes combined , since a
number  of UDC codes assi gned to the document  may all cor respond  to
the same single class.

14 )  The UDC class numbers are returned in an array with a separate
v a r i a b l e  e i t h e r  i n d i c a t i n g  the  number  of c l a s ses  r e t u r n e d  or an
e r r o r  code .  At most  f i v e  c l a s s e s  are r e t u r n e d .

3.3 UDC Samp le Documents

There  are two approaches to the select ion of sample documents. One is
to carefull y select documents to represent i t c h  c l a s s , a l l o w i n g  s p e c i f i c
con t ro l of how many sample documents  are chosen f o r  each e i , - n s s .  ‘ l i n t  other

a p p r o a c h  is to a n aly z e  • n l a r g e  number  of doc u m e n t s  w h i c h  i r e  s n r t  l i e  i e n t  i i
r e p r e s e n t a t  ive of t he  dat a  base as a w h o l e , and ni t i 1 iz e  the UDC p•~r s~~r to
assou ’ la t e  each  documen t  w i t h  t i n e  p roper  c I ass  or c h i s s e s .  There a re  d i s —
advan tages  to each a p p r o a c h .  The a d v a n t a g e  of t i n t ’ I i  r s t  approach is  t h a t  y ou
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can be sure th at each class is well represented in t e rms  of samp le documents ,
• but  the  problem is t h a t  by c a r e f u l l y  s e l e c t i n g  t ile documen t s  in t h i s  w a y ,  t ine

documents  may only r ep resen t  restricted aspects of tile subject class. ‘liii-
random approach wi l l  have t h i s  advantage ot representing all aspects of the
s u b j e c t  class , as long as t h e  d o c u m e n t s  one works  w i t h  a re  s u f f i c i e n t l y  repre-
sentative o f the e n t i r e  data base .  W i t h  t ine  random a p p r o a c h , however , some
classes may not have enought  documents  to represent it.

Tue random approach was utilized in constructing t i n e  samp l e docu m en t s  f o r
the UDC classes. Later d u r i n g  the p r o j e c t  it was realized that it was
impossible to construct a representative set of documents which would satisf y
all users , and thus the sample documents for the CIRC II classes are constructed
using the class—by—class approach described in Chapter 5.

Both of these basic problems could be alleviated if  a ve ry  large number
of documents  could be anal y z e d .  But in C h a p t e r  7 , the ana lysis software is
described , and it can be seen t h a t  it  would he very  cos t ly  to anal yze
hundreds of thousands of documents , for example , when this is not necessary to
well  d e f i n e  the  c lasses .  Fu r the rmore , t h e r e  are o v e r f l o w  problems if  word
counts  exceed c e r t a i n  levels .

I n i t i a l l y  a samp le of 22 , 491 open l i t e r a t u r e  CI RC II d o c u m e n t s  were
made ava i lab le  by FTD. The f o l l o w i n g  was a s c e r t a i n e d :

Number of Document s  w i t h  VOC Codes:  10 , 936
Number of Documents w i t h  no T e x t :  12 , 904
Number of Documents  w i t h  UDC Codes and T e x t :  9 , 563

Thus a f i l e  of 9 , 56~ p o t e n t i a l  samp le documen t s  was e s t a b l i s h e d .  N o te
t ha t  a su rp r i s ingly hi gh pe rcen tage  of t he  documents have no text or assi gned
UDC codes. I n i t i a l ly 1, 837 of these d o c u m e n t s  were a n a l y z e d  to get some
i n i t i a l  da ta  in order  to c ’va lua te  p a r a m e t e r s  f o r  the  a n a ly s i s  s o f t w a r e
described in Chapte r  7. Table 3.1 shows t h i s  d a t a  compared to the  e n t i r e  sc ’L
of sample documents , tile balance of which were analyzed later. A token i-
d e f i n e d  to be the  occur rence  of a word in a samp le d o c u m e n t .  Th us th u s is
c o n s i d e r a b l y  l a rger  t h a n  the  number  of d i s t i n c t w o r d s .

NUMBER OF
NU ~I B E R  OF DISTINCT D I S T I N C T
l)OCt’MEN ’i’ S UDC CODES TOKENS WORDS STOP LI ST
AN AL YZEI )  ANALYZED OBTA I NED OBTA I NEI )  S IZE

1, 837 2 , 424  99 , 000 12 , 066 3 , 200
9 , 563 (no t  , n ’ 1- a i i n b l e )  712 , 7 10 34 , 058 9O_ ~

TABLE 1. 1 l ’iW Samp i e Document  Ana l  s i s  I ) a t n

18 

- - - -  ~~~~ - -~~~~~ - -- --~~~~~~~~ --- - -



First note that in the analysis of tine 1,837 documents , a stop list of
3,200 words was used. Since it was found tinat only 1,930 of the stoplist
words even occurred in these documents , a reduced stoplist of 902 words was
utilized for the remainder of the sample documents.

As mentioned above , the documents in this randomly chosen samp le were
not distributed evenly over the 110 UDC classes. This is illustrated in
Table 3.2 , which indicates the distribution of words over those classes for
which it occurred in at least one sample document. These may be considered
as potential keywords for that class. Each word will in general occur in
more than one class , as can be seen that these words co—occur in the classes
a tota l of 203 ,218 , whereas there are only 34,058 distinct words.

Class 106 has 5,234 words , whereas no documents were found at all for
class 49. This disparity lead to some classification problems , but in Ch apter
4, it will be seen that reasonably good classification results were obtained
despite this difficulty.

3.4 Selection of Keywords for the UDC Study

A number of authors , most recently Salton ~8], have shown that the best
keywords are those of intermediate frequency words. Thus , words of high
frequency and low frequency should be eliminated. High frequency words
occur in documents from all classes , tend to have low discriminant power ,
and are quite likely to be ambiguous. Low frequency words do not occur often
enough to be useful , even though intuitivel y they might seem quite indicative
of one class or several classes, since too much storage would be required for
these words.

It will be convenient to define the following parameters describing the
f r equency  d i s t r i b u t i o n  of a word over the 110 UDC classes within the sample
documents:

F Total Word Frequency
D Number of Documents Word Occurred In
CT Total Number of Classes w i t h  Nonzero  F requency  Count
Cl Number of Classes w i t h  Uni t  Frequency  Count
C2 Number of Classes with Frequency Count of Two

In te rms  of these  p a r a m e t e r s , Table  3 . 3  shows a number  of keyword c r i t e r i a
which  were app l i ed  to  e i t h e r  the  12 , 066 or 34 , 058 word sets. A quantitative
e v a l u a t i o n  of most of the keyword sets  fo r  c l a s s i f i c a t i o n  w i l l  be g iven in
Chap ter 4 , but our objective here is to compare keyword selection criteri , . A
qualitative eva l uation of classification c’ffectivencss will s u f f i c ’c’ t o  i n d i c a t e
that aspect of the comparison.

For t he  3 ,585 keyword set in Table 3.3 , the first crit e rion is a low
frequency threshold , and is clearly effective , elimin ating 8,400 of tine

i n i t i a l  12 , 066 words .  The second c r i t e r i o n  is the  h i gh f r e q u e n c y  c u t o f f , and
is riot effect lye ,nt a l l , elimina ting only 81 words . This motivates •n better

19



- 

~~~~~~~~~~~~~~~~~~~~~~~ -

- 
T ’

~~~T ~~~~~~~~~~~~ 

-

~~~

WORDS WORDS WORD S
INDICATING INDICATiNG INDICATIN (

l ’h )C THA T UDC THAT UDC THAT
CI,ASS CLASS CLASS CLASS CLASS CLASS

1 1241 38 581 75 1851
2 7 2 2  39 927 76 2985
3 1330 40 1590 77 1727
4 1127 41 917 78 2330
5 974 42 2668 79 1520
6 1487 43 2650 80 1916
7 812 44 1206 81 149 0
8 679 45 278 82 3454
9 3140 46 440 83 1701

10 1689 47 3124 84 425
11 1017 48 3536 85 2161
12 1567 49 0 86 1365
13 1980 50 2117 87 1076
14 1806 51 1974 88 1563
15 1045 52 2100 89 1856
16 1208 53 3618 90 3659
17 1892 54 648 91 2139
18 1157 55 3027 92 1330
19 427 56 1846 93 184 8
20 1523 57 2045 94 763
21 2240 58 2344 95 2840
22 232 59 986 96 1644
23 1296 60 2325 97 1198
24 2638 61 1244 98 2935
25 3001 62 2072 99 3 329
26 3714 63 1477 100 4 2 8
27 3193 64 1890 101 72 1
28 1761 65 2812 102 2150
29 2103 66 3083 103 1727
30 1078 67 2831 10- 4176
31 785 68 3389 105 1192
32 458 69 2714 106 5234
33 664 70 ~ o 7 9  107 419
14 1111 71 1956 108 312 1
35 1418 72 4 3 31 109 1745
36 2177 73 2 0 2 9  110 37 3
37 1307 74 1374 TOTAL OVER 20321 8

ALL CLASSES

TABLE 3 . 2
D i s t r i b u t  ion of i~ords Over Classes f’r l’Jii ich i t  Occu r r ed

in a t  Least Mit t ’ Sample  Document  f r o m  t }n a t  ( : 1  ,‘nss ,
for tint ’ 110 UDC C l a s s e s

20
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APPLIED TO THE 12,066 WORD SET

CRITERIA WORDS REMOVED

D>3 8400 3585 KW
CT—Cl— C2<l5 81

D>3 8400
and either F>20
or F/CT>2.5 ~ 347 3319 1KW
or (F—C1—2C2)/(CT—Cl—C2)>4.5 J

D>3 8400
CT>Cl+C2 1329 1990 1KW
F~ 2O 347

APPLIED TO THE 34 ,058 WORD SET

CRITERIA WORDS REMOVED

F>2O 29,548
D>8 35
CT Cl+C2 59 3333 1KW

either F/CT>2.5 1
or (F—C1—2C2)/(CT—C1—C2)>4.5 1 ,083

F>33 
- 

30 , 749 3309 1KW
CT<7O 299

TABLE 3.3
Keyword Criteria for the 110 UDC Classes
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h i g h frequency c u t o f f  in the 3319 keyword  set , wi ne reas a f r e q u e n c y  (F)  —

o r i e n t e d  low f r e q u e n cy  c u t o f f  is used.  The 3319 keyword set does r e p r e s e n t
an improvement , and gave tine best classification results of all the keyword
sets based upon tine 12 ,066 word set. A final 1990 keyword set examined another
set of c r i t e r i a ;  note e s p e c i a l l y tha t the  CT-~Cl+ C 2 c r i t e r i a  c ’l imina t es  a
substantial number of words. The problem is t h a t  too many words have been
eliminated and the 1990 keyword set gives inferior c l a s s i f i c a t i o n  r e s u l t s  as
will be indicated in t he  next c h a p t e r .  This  c r i t e r i a  w i l l  be successfully
app lied in t h e  34 , 058 word set , however .

For tine 34 , 058 word set , the above keyword extraction experience was
app l ied  to o b t a i n  the  3333 and 3309 keyword se t s .  No t i ce  t h a t  a l t h o u g h
substantiall y different criteria were used , nearly identical keyword sets
were obtained. This illustrates some degree of stability in keyword s e l e c t i o n .
The 3333 keyword set was somewhat s u p e r i o r  in classification performanc e , and
in the  next  c h a p t e r  is cons idered  e s sen t i a l l y t i n e  f i n a l  keyword set fo r  L i n e
UDC classes. The 3309 keyword set has the  v i r t u e , however , of possess ing a
very simple criteria set.

C a r e f u l  examinat ion  of the  hi gh f r e q u e n c y  c r i t e r i a  fo r  all  the keyword
sets indica tes  a problem in a u t o m a t i c a l l y  r e j e c t i n g  hi gh f r e q u e n c y  words  wh ich
are hot keywords , and yet  r e t a i n i n g  a s u f f i c i e n t  set of keywords to c l a s s i f y
most documents .  All  the  keyword sets con t a in  words wh ich  are i n t u i t i v e l y
known not  to be good keywords , bu t  no a u t o m a t i c  keyword s e l ec t i on  method st erns
to be able to d i f f e r e n t i a t e  them f r o m  more des i rable  h igh f r e q u e n c y  words .
The most e f f e c t i v e  method is to place these words  on tile s t o p li s t  in the  f i r s t
place , and th is  was done in the  process ing of sample documen t s  f o r  CIRC TI
classes described in Chapter 5.

I
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CHAPTER 4

RESULTS OF THE PHASE I UDC STU[)Y

4 . 1  C l a s s i f i c a t i o n  E v a l u a t i o n  C r i t e r i a

In o rder  to assess the  p e r f o r m a n c e  of the  s e q u e n t i a l  c l a s s i f i c a t i o n
method for the 110—cla ss UDC stud y, the criteria used were as follows :

a) UDC M a t c h i n g  C r i t e r i o n  — T i n i s  e r i t c - r i o n  can be ob ta ined  o b j e c t i v e l y ,
and counts a document classified rr t-c tly if at least one of the
classes chosen by t he  s e q u en t i a l  c l a s s i f i e r  m a t c h e s  a UDC code which
had been assi gned tc n tile d o c u m e n t .  ‘Ib is  p a r t i c u l a r  c r i t e r i o n  is ra ther
severe and r e s t r i c t i v e  s i n c e  man s of  t h -  c l a sses  chosen by the  sequent ia l
c l a s s i f i e r  may a c t u a l ly  be c o r r e c t  e Je n  tho u g ln  they  had not  been
assigned to the document by th e au~~n n r  or i ndexe r .  Consequen t l y two
a d d i t i o n a l  c r i t e r i a  wer t -  used based n a sub j e c t i v e  ana l ysis  of whe ther
the classes chosen by the s e q u e n t i a l  c l a s s i f i e r  were c o r r e c t  or n o t .
These criteria are described below .

b) P e r c e n t a g e  of c o r r e c t  c 1 a s - ~t- s c i n o s e n  — A f t e r  a s u b j e c t i v e  e v a l u a t i o n
of whether  the  classes chosen were  c o r r t - c - t  or not , t h i s  c r i t e r i o n
indicates what percentage of thn ~ t o t ;n l  number of classes chosen for
the sample or test set are correct. A f t e r  a number of d i s cuss ions , FTD
decided that this was the primary valuation measure in terms of t h e i r
needs.

c) Document  a c c u r a c y  — A document  is deemed to be c l a s s i f i e d  co r r ec ly
if a t  least one of t he  classes chosen by the s e q u e n t i a l  c l a s s i f i e r  is
correct , based on a subjective evaluation of the document . Tile t o t - I
number  of c o r r e c t l y c l a s s i f i e d  documen t s  in a samp le or t e s t  se t is
expressed as the p e r c e n t a g e  document  a c c u r a cy .

The h i g h e r  the  value for  each of t he  above evaluation criteria , the
be t t e r  the  pe r fo rmance  for  the  s e q u e n t i a l  c la sg u f i e r  on the  samp l e or t e s t
set being a n a l y z e d .  R e s u l t s  w i l l  be r epor ted  in S e c t i o n  4.3 in terms of these
criteria.

4.2 Samp le vs. Test Documents

As mentioned in Section 2.2 , the sequential classification method
r e q u i r e s  a set c) f keywords  r e p r e s e n t a t i v e  of each  of the  d e f i n e d  c a t e g o r i e s
or c lasses  to be ass i gned to  the  d o c u m e n t s , as w e l l  as a p r i o r i  p r o b a b i l i t i e s
fo r  a l l  keyw ords  w i t h i n  each c a t e g o r y .  Tile keywo rds and t h e i r  p r o b a b i l i t i e s
,‘nre obtained from a representative sampj c se t  of documents as described
in  Sections 3.4 and 3.5.

The samp le Set thus represents a learning set f r o m  w h i c h  the  s e q u e n t i a l
c l a s s i f i e r  “ l e a r n s  t h e  s e l e c t i o n  c r i t e r i a  ( i . e . ,  t i ne  k e yw o r d s  and t h e i r
a p r i o r i  p r o b a b i l i t i e s)  to ha used as a has Is f o r  c-boos in g  t i n e  c lasses  wh i c m
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n it - to be assigned to a docunnent . After t i le  Se ]  oct i n n  c r i t e r i a  have  been
l e ar n e d  f r i-i t i le sample  set , the sequential classifier is t e s t e d  on an
i n d e p e n d e n t  set  of documen t s  w h i c i n  we re  not used ;n s  part of t h e  l e a r n i n g
set. Tills test set is t h u s  used ill  conjunction with t i ne  e v a l u a t i o n  c n N  l i i i

r ibed in Se -c t  ion 4.1 to e v a l u a t e  t he  pt- rI orrn ,nnl ce of tine- sequent ial
ci ass i fier which to an app ree  iable extent , depends on how w e l l  ti le- samp le-
lenrning set represents the’ entire data base. If tine samp l e  set a d e q u a t - 1 y
represents documents from tile data base , then the  e v a l u a t i o n  r e s u l t s  shou ld
he c o m p a r a b l e  for r e p r e s e n t a t i v e  samp le sets  and test sets which art ’ processed
by tine sequential c l a s s i f i e r  under  , n g iven sc- i of c o n d i t  i o n s  as w i l l  he
sh wri  i n Sec t ion  4 . 4 .

4.3 System Parameters for tine UDC Stud y

As r e p o r t e d  in our ear l ie r  work on tin e sequen t i a l  anal ys i s  model  f o r
automatic document classification [7,11], tinere are a number of user control-
lable parameters which may be used to fine—tune certain aspects of the per-
formance of ,nn actual implenuenta ’-ion . These parameters , T, R , n.,  and 6, are
introduced briefl y here for the purpose of reporting the results and overall
eva lua t ion  of the  Phase I s tud y in the next section . They will be discussed
in more d e t a i l  in C h a p t e r  6.

The parameter T represents the initial set of keywords to be read f r o m  a
document  to p rec lude  making a p rec i p i t ious  dec is ion  on the  basis of the  f i r s t
few keywords.  No decis ion  r e g a r d i n g  the classification of a document is made
u n t i l  a t  leas t  T keywords  ,nr c - read . The p a r a m e t e r  R controls the number of
keywords read at each subsequent stage in the sequential classification
process. R keywords must he read between each classification step. This
parameter can be used to save computation depending on the quality of the
keywords and the  n a t u r e  of tile data  base.  This pa r ame te r  is usua l ly  used
in c o n j u n c t i o n  w i t h  T to i n f l u e n c e  the  overa l l  q u a l i ty  and e f f i c i e n cy  of t h e
s e q u e n t i a l  c l a s s i f i c a t i o n  method .

The t h i r d  pa ramte r , a , r e p r e s e n t s  t h e  t h r e s hh o l d  va lue  w h i c h  each c l a s s
a p o s t e r i o r i  p r o b a b i l i t y  must  exceed fo r  t h a t  c a t e g o r y  to he r e t a i n e d  a t  e a c h
stage of the sequential classification process. Categories f o r  w h i c h  the
a p o s t e rio r i  p r o b a b i l i t i e s  a re  lower than t h is p r e s p e ci t i e d  t h l r e s h h n o l d  are
dropped  u n t i l  onl y a p p r o p r i a t e  classes are l e f t .  This  d e c i s i o n  w i l l  d e p e n d
upon the t e r m i n a t i o n  c r i t e r i a  fo r  t h e  st i q n i e n t i a l  a l g o r i t h m  to he d e s c r i b e d
in Chapter 6.

The fourth parameter , 6, is t h e  default probability — a small  v a l u e  w h i c h
rep laces a zero  a p r i o r i  p r o b a b i l i t y  used in the  B ay es  r u l e  c a l c u l a t i o n .
These d e f a u l t  va lues  are a s s i gned to p r e c l u d e  e a r l y e l i m i n a t i o n  of  a c las s
iust because a keyword is r ead whi ch happens to have a zero fre-quency c ount
t a r t h a t  c l a s s .

Seve r a l  d i f f e r e n t  va i t ies f o r  e~n c i n  of  t i n t -  ~nh vc- p,i r :n m e t e r s  we nt - c -xper ~
mented with in the Phase I study until an improved set was o b t a i n e d . ‘Fine
values used for t ine  m a j o r i t y  of t h e  r e s u l t s  r epor ted  in the  nex t  sect loll
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were as follows : T = 6, R = 1, ~ = 5x 10 6 
and -~~ = 0.001. Experiments using

values other than these will be appropriatel y identified.

4 . 4  Eva lua t i on  of t he  Phase I UDC $tud y

In Section 3.3 , it was explained that initiall y 1 ,837 sample documents
were analyzed in order to get some tentative classification data and subse-
quently additional samp le documents were anal yzed to bring the total to 9,563
documents. Of all system parameters , the effect of this change was most
pronounced in improving classification results.

In presenting the following data , there were two test sets of 100
documents each , which were randomly selected from documents not in any
sample se t ;  these are denoted Test Sets #2 and #5. From the 1,837 document
samp le sets , two sets-of 100 documents were randoml y chosen , denoted Sample
Sets #1 and #4.  When the a d d i t i o n a l  7,726 sample documents were analyzed ,
Sample Sets #11 and #14 of 100 documents each were randoml y chosen from this
group. Additional test sets were prepared , but the results presented here
show that there is sufficient agreement between the several test sets and
the several sample sets that evaluation of further test documents was not
r e q u i r e d .  Also the,e results were interpreted and evaluated by FTD personnel ,
so the number of documents  to eva lua te  had to be kept  to a manageable  s i ze .

Table 4.1 shows c l a s s i f i c a t i o n  r e su l t s  fo r  the  1,837 document samples
e v a l u a t e d  a c c o r d i n g  to the  c r i t e r i a  discussed in Sect ion 4.1.  The or i g inal
ob jec t ive  was to t r y  to match the author—assi gned UDC codes as often as
possible , but  FTD indicated tha t these author—assigned UDC codes were too
genera l  or unre l i ab le  to use as the  p r imary  eva lua t ion  c r i t e r i o n .  Ins tead
a genera l  agreement  was made that % correct classes assigned would be a
b e t t e r  i nd ica to r . In Table 4.1 , note  that  the c l a s s i f i c a t i o n  was much b e t t e r
fo r  samp le documents  than for test documents. This indicates that the
frequency distributions for keywords obtained using the 1,837 samp le documen t s
were not stabilized because this sample set was too small. Table 4.2
tabulates evaluations made for all 9,563 sample documents , and notice here
that one cannot tell much difference between the sample or test documents
in terms of classification performance. There are a sufficient number of
sample documents  fo r  the keyword frequency distributions to stabilize. This
observation will be important in the  s e l e c t i o n  of f i n a l  CIRC II classes
descr ibed  in C h a p t e r  5.

In Table 4.1 two sets of keywords were evaluated for Test 62 and 65
d o c u m e n t s .  As i n d i c a t e d  in Sec t ion  3 .5  on keyword s e l ec t i on , when t h e
n u m b e r  of keywords  was cut  s u b s t a n t i a l ly f r o m  3319 to 1990 , t h e  % of t h e
classes c o r r e c t  decreased , even though  t h e r e  was improvement  in t he  o t h e r
two criteria. That is , when t ine  1990 keywords  became more s p e c i f i c , til e
author—assi gned UDC code - -ould he m a t c h e d , and more o f t e n  at leas t  one class
ass igned by the al gorithm was a primar y subjec t of the document. But with
fewer keywords , clearl y more- classes stayed in contention , slig htl y more
being wrong than correct , and the % of classes correct decreased . Experi—
mentation showed that T = 6 was required to obtain even these results fo r  t he
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1990 keyword set. The l e s son  i ea r nt -d n c - r c - was t i l a t  th t -  kt ”w o id  set c a nn o t  b e
reduced t oo  much w i t h o u t  adverse’  e f f e c t  (i ll c i ; n s s i f i c a t i o n .  For a d e s c r i p t i o n
of how this reduction was effected , see Section 3.5.

MATCHED NUMBER t F  NUMBER OF
DOCUMENT ASS I L N E ! )  CORREC I’ iNCORRECT CORRECT DOCUMENT

SET T , KW SET UDC CODE CLASSES CLASSES CLASSES ACCURACY

San n p le #1 4 , 3319 87% 194 109 64 ;( 97 7 ,

Sample  ;~4 4 , 3319 907 166 84 66% 93%

Test 62 4 , 3319 367, 135 133 50% 767
6 , 1990 52 7 ,  239 261 48% 82%

Test #5 4,3319 40% 126 110 53% 77%
6 , 1990 527 215 276 44% 88%

TABLE 3 .1
C l a s s i f i c a t i o n  R e s u l t s  for  the  110 UDC Classes

Using  1, 837 Samp le Documen t s  (6 = 5xl0 4 )

Table 4 . 2  shows s u b s t a n t i a l l y  improved r e su l t s  us ing  revised  keyword
frequency distributions from the larger 9 , 563 samp le document s e t .  A 3333
keyword set was ob ta ined , and i t  is i n t e r e s t i n g  to no te  t h a t  i t  d i f f e r e d  onl y
marg ina l ly f rom the  3319 keyw ord set used in  Table 4 .1 .  F u r t i n e r  m o d i f i c a t i o n s
of t he  3333 keyword set did not  a p p r e c i a b l y  improve the  c l a s s i f i c a t i o n
p e r f o rm a n c e , wh ich  i l l u s t r a t e s  a r emarkab le  s t a b i l i t y  in terms of keyword
se lec t ion  fo r  t h i s  process.  Other  exper iments  to be described l a te r  w i l l  show
t h a t  I = 6 and 6 = 5xl 0 6 were best choices for these parameters. For
examp l e , the  decreased 6 value  is respons ib le  for  t ine  decreased number  of
classes chosen , and the  improvement  in 7 c l a s se s  c o r r e c t .  Note  how s i m i l a r
the  p e r f o r m a n c e  is fo r  b o t h  samp le and t e s t  documen t s , but for the samp l e
documents , the number of matched UDC code is decreased as a sort of penalty
for the more generally applicable classification method .

MATCHED N [Nb ) ER OF NUMBER OF
DOCUMENT ASSIGNED CORRECT INCORRECT CORRECT DOCUMEN’]’

SET U~)C ( O ~:i’ ( [ ,-\ S S f S  CLASSES CLASSES ACCURACY

Test 112 637 127 38 75 Bh7

l est #5 642 124 51 70% 882

S;nn r l h e  ‘~11 6 i .  121 30 7h 88%

~ -na ~~~~- - °l 57 /  126  49 72 1 877

TABLI-: 4.2
C1 ,issi t nt i - n  Re s ’nlts for t h e  110 Uh ) C C l a a s o s  l’ sing ~~. h I Samp l e

1)ocunients J’ = 
~~ , 1- = ixI ~— 6 , 1 3 3 1  Kl~)
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Tabl e 4 . 3  shows all e v a l u a t io n  b y FTI) o t  some of t h e  same d o c u m e n t s
ana lyzed  in Table 4 . 1 .  R e c a l l  t h i t  ~o r r e - c t  c la s s e s  and document  accu racy  are
determined s u b j e c t i v e l y in T a b l e  4 . 1  by t h i s  i n v e s t i g a t o r , whereas  tine
r e su l t s  in Table 4 . 3  a r e  d e t e r m i n e d  subje - c -t i v e l y b y an in fo rma t ion spec ia l i s t
of FTD. Note  t h a t  the % of  c l a s ses  c - a r m - c t  is much hi gher  accord ing  to FTD ,
but  the  “ p r imary  c l ass  c o m p a t i b i l i t y ” is muc i n  lower  than document accuracy,
to w h i c h  i t  is roug h l y  e q u i v a l e n t .

Table 4 .4 shows improved c l a s s i f i c a t i o n  r e s u l t s  fo r  the  sequen t i a l
algorithm , especiall y for Test Set #5 .  F u r t i n e r  improvement  in the r e su l t s  fo r
Test Set #2 wi l l  be i n d i c a t e d  in the  nex t  s ec t i on  r i s i n g  a special technique.
For the data  of Table 4 .4~ i t  was no t iced t ha t  t i n e % c lasses co r rec t  c r i t e r i o n
can be improved by se lec t ing  o n l y  the best  cl~n sst - s , and t h u s  s e l ec t i ng  fewer
t o t a l  classes. A s tud y is g iven in the  next  s e c t i o n  to v e r i f y  t h i s  observa-
t ion .  One approach is to a r b i t r a r i ly choose the  two c l a s ses  w i t h  the h i g h e s t
conf idence  level a • . The o the r  approach is to select  a l l  c lasses  whose
conf idence  level a . exceeds 0.1.  Both approaches seem equally effective for
Test Set #2 , a t r a à e — o f f  o c c u r r i n g  in the o t h e r  two c r i t e r i a . For Test #5 ,

F however , the more sy s t ema t i c  se lec t ion  method y ie lds  a hi gher % classes
cor rec t .  In Chapte r  6 it will be indicated how th i s  is i n t e g r a t e d  into  the
t e rmina t i on  rule of the s equen t i a l  a l g o r i t h m .

NUMBER OF NUMBER OF I PRI MA RY
DOC~JMENT CORRECT INCORRECT CORRECT CLASS

SET CLASSES CLASSES CLASSES COMPATIBILITY

Sample #1 119 41 74% 47%

Sample #4 151 25 86% 44%

Test 112 139 25 85% 83%

TABLE 4.3
C l a s s i f i c a t i o n  R e s u lt s  f o r  tile 110 UDC Classes

as Eva lua t ed  by FTD
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MATCHED NUMBER OF NUMBER OF
DOCUMENT SELECTION ASSIGNED CORRE CT INCORRECT CORRECT DOCUM ENT

SET CRITERIA UDC CODE CLASSES CLASSES CLASSES ACCURACY

Test #2 Top 2 t ’ s 71% 130 62 68% 83%

All m > 0 . l  637 103 49 68% 87%

Test #5 Top 2 a ’ s 7 1% 141 51 73%

All -n O . 1  68% 114 27 81% 92 %

TABLE 4 . 4
C l a s s i f i c a t i o n  R e s u l t s  f o r  t Ine 110 UDC Classes

Vary ing the Final Selection Criterion
(T = 6 , 6 = 5x10 6 , 3333 KW)

4.5 Effects of System Parameters on Results

In the course of an inves t i ga t i on  of kc~~icord selection techniques , a
number of selection algorithms ,ind the re-suiting keyword S ets were-  c - va l u a t e d
in terms of their effect on c l a s s i f i c a t i o n . One s u c h  keyword set  is  3 3i4 )
words , desc r ibed  in Sect ion 3.5. T a b l e  4. 5 m d i  c n t  es a anmpartson between

t h i s  set and a 3010 keyword set. Note t ine strong simi lari t \ ’ between t 1 ne
results for the 3309 set and the 3333 set in  ‘l a b l e  4 .  ~~. The 3010 keyword
set is clearly inferior in every cri L eri on category .

MATCHED N U N R E R  OF N 1 ’ M R F R  OF
DOCUMENT KEYWORD ASSIGNED CORRECT IN CORRECT CORRECT DOClN i - :N ’i

SET SET UDC CODE CLASSES CLASSES CLASSES A C C U I l -\hV

Test #2 3010 58% 98 >8 h I 77
3309 65% 111 so 697 -86

Test 65 3ulO 6 5% 103 37 74~
3309 71% 114 13 787 9 1.

[‘ABLE 4 . 5
C l a s s i f i c a t  ion  R e s u l t s  fo r  t ine  110 UDU C l a s s e s

f o r  Twr Ke word S e t s  (T = 6 , 6 = 5xiO 6)

A S t u d y of t lie v,n r i at on of t i i t -  (he- f;i u 1 t p a r a m e t e r  ~ i s  summa r i z t-d in Ta i i i
4 . 6. The p r i m a r y  e f f e c t ‘f an incre ,nse in ~ i s  t h i n t  m ar l ’  i n c o r r e c t  c l a sse s
ar t - a l lowed to be retained w i thnout i i n i v  a p p r c - ( - a b l e  i n c - r t ’ase- i n  t i n e  numb e r at
e o r r e c -t  c lasses r e t a i n e d .  I t  6 w er e  d e c r c - ; n s c ’ c h  f i i r t I n ~-r  , t u e  problem is that a
preci  p 1 tous  decis ion rn - i c- be mt - , n c -h e~1 -ns t lie s eq u e n t  i a I )r o~- t - s s  be - ames qu i n  -

u n s t a b l e  and ~uo d e p e n d e n t  upon  in  i t  i - n i  keywords  ill  t ine ’  th ee un rent t . I in n i d  i t  i o n
u n d e r f  low problems w i i  I h i -  e u c a i n n t e r e d .
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MATCHED NUMBER OF NUMBER OF
ASSIGNED CORRECT INCORRECT CORRECT DOCUMENT

6 UDC CODE CLASSES CLASSES CLASSES ACCURACY

5x 10 6 
71% 114 33 78% 91%

1x10 4 
73% 113 44 72% 9iX

TABLE 4 . 6
C l a s s i f i c a t i o n  Resu l t s  for  Test Set #5 fo r  the
110 UDC Classes When 6 is Var ied (3309 1KW , T = 6)

4 . 6  E f f e c t  of Dropp ing Classes f r o m  Cons ide ra t i on

As cu r r en t l y  implet. iented , the sequent ia l  a l g o r i t h m  drops a class f rom
considera t ion  when i t s  conf idence  level i . f a l l s  below the spec i f i ed  t h r e sho ld
a a f t e r  T keywords are read.  For most of t he  exper iments  described here , T
has bee ’ set at six keywords and a a t  0.00 1. One mi ght  wonder whether  b e t t e r
performance could be ob ta ined  if t he  classes were not  dropped . Two experiments
repor ted  in this section deal with this question.

The f i r s t  approach is to set T a r t i f i c i a l ly h igh at T = 20. Then all
classes remain in contentinn until 20 keywords are read or the  end of the
document is encoun te red .  Table 4 . 7  shows tile results of this study where a
class  is se lected if i t s  conf idence  level exceeds 0 .9 .  The classes chosen
are pr imary,  if i t  describes a main subjec t  of the  document , secondary if i t
is a per ipheral  subject  of the document , or incor rec t  if i n a p p r o p r i a t e  fo r  the
document. Notice that for both Test Sets #2 and #5, the re  was v i r t u a l ly no
d i f f e r e n c e  in the  p e r f c r n n a n c e  f o r  T = 6 and T = 20. -

DOCU MENT PRIMARY SECONDARY
SET T CLASSES CLASSES INCORRECT

Test #2 6 83 5 12
20 84 4 12

Test #5 6 81 8 11
20 81 7 12

TABLE 4 . 7
C l a s s i f i c a t i o n  R e s u l t s  f o r  t h e  110 LIDC C l a s se s  When

I Pa r a m e t e r  is V a r ie d  (6  = 5xlO ~~~, 3333 KW)

The second approacin ill t ine S t u dy  of t i i c - et f t c  t ‘I  no t  d ropp ing  c I asse s
f rom c o n s i d e r a t i o n  is s u m m a r i z e d  in T a b l e  4~~S . l ie - re  t he  e n t i r t - documen t  is
read in one i n s t a n c e , ~n seque n t i~i l  d e c i s i o n  w i t h  T = 6 and -

~ = 5x10 6 In t i ne
o t h e r , and a c lacs  is s e l e c t e d  I f  i t s  i - - cn f hele n e. - I evei  e x t - c t - i s  0 . 1 .  Not ice
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t h a t  t i n e r e  is a lmos t  no d i f f e r e n c e  at a l l  in t h e  p e r f o r m a n c e  t o r  ‘I c - s t  Sc- t  # 5 ,
but  t h e r e  is an appreciable variation for Test Set #2. In C h a p t e r  7 i t  w i l l
be shown t h a t  Test Set 1/2 has some cu r i o u s  p r o p e r t i e s  w h l i c i l  may be i i n v n i l v e d
h e r e .  ‘i’he u p s h o t  of this study, however , i s  to  conc lude  that dropping ciass~’s
c , n i l  be b e n e f i c i a l  Ill t h a t

a) so me e f f  i c i e n c  i es  can be e f f e c t e d  in t h a t  f ewer  c l a s s e s  iced be
cons ide red  as more t e x t  is  p r o c e s s e d , and

b) a~ any s tage , the  classes r e m a i n i n g  r e p r e s e n t  a p a r t  i al  s o l u t  ion to
the question of w h a t  c l a s se s  a re  a p p l i c a b l e .

CLASS MATC HEI ) NUMBER OF N U M I I F P  OF
DOCUMENT S ELECTI ON AS S IGNED CORRECT INCORRECT CORRECT DOCUMENT

SET C R I T E R I O N  UDC CODE CLASSES 
— 

CLASSES CLASSES ACCURACY

Test 62 sequential 63% 103 52 66 ’
classes 73% 114 36 76 88%

kept  in

Test 65 s e q u e n t i a l  70% 111 31 78 % 907
classes 72 7 110  34 7 h -  y i ? ~

kep t  in

TABLE 4 . 8
Classification Results for t he  110 UDC Classes When C l a s s e s  a r c -

not Dropped , Choose C l a sse s  . 0.1 (Sequential T = 6 ,
= 5x lO~~~) ,  3 13 .1 Keywords

4 . 7  S e l e c t i n g  Classes E a r ly

A q u e s t i o n  a r o s e  as to w h e t h e r  i n r p r c  ~‘ed pe r f  rmance  cou ld  he o b t a i n e d  i i ~
c l a s s  were  chosen  e a r l y i f  i t s  c o n f i d e n c e  leve l  were  h i g h , s i n c e  i t  m i g h t

be lost by the  t ime  t h e  t e r m i n a t i o n  c o n d i t i o n  is  a p p l i e d .  I n  T nn h le ’  4 . O~ i t  is
shown how t h e  a d d i t i o n  of a c l a s s  w i t h  n > . 7 a f t e r  T = 6 kev w -r d s  w o u l d
a f f e c t  t he  c l a s s i f i c a t i o n  r e s u l t s .

I t  can be seen f r o m  t h e  t a b i  t— t h a t  w h i l e ’  t h i s  appra nc in c iii he inst-cl t
oroduce a few additional correct e lasses • i t  also prodc nc e-s at le - ,nst .nn c - p I n
n u m b e r  at i n c o r r c - c t  classes. This  w i l l  i t - I  in i t c i  V d egr nc l t - t he ’  c m i i  c C  ion %
c l a s s e s  co r r e c t  , and t h u s  was not imp l e m e n t  ed i n t o  t h e  f i n a l  sequent ia l

n l g o r i t h m .
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- DOCUMENTS CLASS CHOSEN
- - DOCUMENT WITH NO EARLY EARLY , BUT NEW CLASS CHOSEN

- 
SET KW SET CHOSEN CLASS ALSO AT END PRIMARY—SECONDARY—INCORRECT

Test #2 3309 35 52 4 —1—8
3333 34 51 5—1— 9

Test i/S 3309 27 54 8—2—9
3309 40 52 2—2—4
(6 = l0~~~)
3333 25 59 5— 3—8

- TABLE 4.9
- C l a s s i f i c a t i o n  R e s u l t s  fo r  the  110 UDC Classes When

a Class is Chosen Whenever a . ‘ .7  (T = 6 , 5 = 5xl0 6, and
- at end , select  classes with a . > .1)

31
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CHAPTER 5

DEVELOPMENT OF THE 98 CI RC 11 CLASSES

5.1 Expans ion  of the  COSA’I’ I C lasses

The COSATI c lasses  were i d e n t i f i e d  in  T a b i e  l . i  in C h n a p t e r  1. I t  was
dec ided  by FTD t h a t  t i le  f i n a l  C I R C  I I  c l a s s e s  s in o u l d  be based up on  an expans ion
of t hese  classes , since’ a number  of these  c lasses  i d e n t i f y ma jo r  - n r c - a s  of
i n t e r e s t  of FTD users r e g a r d l e s S  of t h e  in u m b e r  of  d o c u m e n t s  in t in e s e  a r eas .

This  po in t  is i l l u s t r a t e d  in A p p e n d i x  A , where  the  d i s t r i b u t i o n  of
COSATI codes is given over all documents disseminated during January throug h
Nov 1976.  There a re  t h r e e  f i l e s  f a r  w h i c h  s t a t i s t i c s  are  r epo r t ed , where the
number of documents in each file are  a p p r o x i m a t e l y  t h r e e  t h o u s a n d , one
hundred and thirty thousand , and five tinousa ind , respectively.

The first file documents should substantiall y resemble the open litera—
t o r e  docu men t s  d i scussed  b e f o r e ’ , r e p r e s e n t  i ng  t h e -  p r e p o n d e r a n c e  of  t he  doc i—
m e n t s  d i s s e m i n a t e d .  The des ign  of t i l e  final CIRC 11 classes  used these
s t n t  i s t i c s  in o rde r to  a c h i e v e  inear  u n i f o r m  d i s t  r ib u t  ion of d a c un n e n t s  over
sub j e c t  c l a s s e s .  The o t h e r  f i l e s  show m u c h  mor e e m p ha s i s  inn  o t h e r  c a t e g o r i e s :
1 A C r o n a u t i c ’s , 15 N i l it a r v  S c i e n c e s , 16 M i s s i l e  T e c h n o l o gy , 17 N a v i g a t i o n ,
C o m m u n i c a t i o n s , l e t  c - I ion , and C o u n t e rm e a s u r e s ,  and 22 $ p n c e  T e c i n n o l o g y ,
as m i g h t  be ex p e c te d .  l inus  t h e se -  c l , i s o e -s sh o u l d  be s t r e s s e d  out  of pro—
port  ion to t h e i r  s t i t  i s t  i c n l  re -p r -s c -n 1 n t i o n Iii the e n t i r e  d a t i base .

These o h s e - r v n t  le ni n have mot I v o t e d  the ch~-si gn of I l i e  PM C I R C  11 c lasses ,
p r e s e n t e d  in A p p e nd i s  F.  Not i cc ’  t l m n t  t i n t - se  c l a sses  pr - s t - r y e - t h e -j r  identi ty
w i t h  t i l e -  COSAT I c I s s e s  n~ much is  p o s s i b l e  i n  t i n e -  i r  n n m n m h e r i i n g  f r o m  1 to
98. Yet  n o t  ice t i i ~ - overlap ot t he se  c l ,n s s e s  w Ith t i e ’ 118 c l as s e s  in Appendix
B , es p e c i a l l y  - rr c -s p o nm di mi c t e e  ( 1)8A11 c I n s s  e l e c t r i c a l  a n d  e ’ i e e  i r o n ie s ) ,
COSAT I C 1 ,n s s  11 ( m a t e r  Li i s )  , (1)SAT I c h iss 1 1 ( m e - c  i n n  j e t  I c ’n’ lne’erillg ) , and
( O SA T I  c l a s s  20 ( p hv s  i e s  ) , since t he s e  were-  l i n e -  n s t  s u c c e s s f u l  I O U  c l a s ses
in t e r m s  ci  p a r t  i t i o m l i n c  c ; e e ’ I i  I i t e - r n t n i r c - d a c ii- e-nt s .

‘ther e was s t i l l  c- n i c e - r i m  t h a t  t h e r e - mi g i n t  not e x i s t  s o f t  i e i e ’ i it  d o c u m e n t s
t o  l u s t  i f - , cc -r t , n i I l  - n r c - i s  as a C I RC I I  c la s s .  So re -t r i e v , n l s  se - r e -  ‘i ,n cl e by F’I i)
on t h e s e -  s u b  l~ - i s  t o  r e s o l v e -  t h i s  is sue- . [ l i e  a l l o w i n g  r e t r i c - v - i l s  ar t-
t ’ p ie ’~i i  o f  tilt W j V  t i i .  t i c  i s l on s  w e re  made ’  wh f l e - i n  n r c - - s  s h o u l d  ht  r e t a i n e d  as
CIRC I I  c I . n s s e ’ s , ,nnci S i m i c i n  s i c l ] e - e t a reas  s h o u l d  he m e r g & - d  w i t h  e t i n c - r n r - n s .
Ou t o f  b ’ iii ,OO () dc ’ :~~ ‘ I t s , t ! i e ’  f o l l o w i n g  were  r e t r i e v e d doc uments b a s e d  ‘‘ i n
the indi c ted S e - I C  i i  t rms , i li i i — i t r ~nti ng a bona f i c h e  c i n s s :

I.,
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Gl ass 9288 1.3%

Clay 1201 “
~

Ceramics 3480 1.0%
Refractor y 1968 J
Cement 3303 

1 57Concre te  7203

Weld ing/S o lder ing 8835 1.3%

Motor/Motors 15000 2.2% 
-

Crystal/Diffr action 6000 0.9%

Paper (wi th Timb er )  7900 
1

Pulp (with Timber) 758 1.3%
Timber (with Wood) 247 -

The following were shown not to constitute classes b y themse lves , and so
were merged with other areas :

Isotopes 4021 0.6%

Solar Energy 476 0.07%

Textile s 3862 0.6%

This i l l u s t r a t e s  how i n i t i a l  decisions about class boundaries  were
either verified or challenged by retrievals into the actual CIRC II data base.

5.2 Manual Selection of Sample Documents

It was observed f rom earl y exper iments  that  good c l a s s i f i ca t i on  r e s u l t s
depend upon prov iding a representat ive sample set , in that keywords and
keyword frequencies are determined from this data. Thus the sample documents
must be carefully selec te d , and manually screened. In general , the selection
procedure use d the UDC parse r described in Chap ter 3, but occasionally
incorrect documents were obtained here. The other methods of obtaining
sample documen ts were by concept search terms and COSATI code. The documents
obtained in this way had to be manually screened even more thoroug hl y.

This manual  screening represented a major investment in effort. Each
document examined was placed in one or several classes , or if it was not
very representative or suitable as a samp le document , i t  was de l e t ed . For
examp le , a document with poor keyword content or v e ry  s h o r t  l e n g t h  wou ld  be
deleted .

In Chap t e r  3 it was r e p or t e d  t h a t  about 10 , 000 samp l e  d o c u m e n t s  were-
used to d e f i n e  t h e  110 UE) C c l a ss e s .  I n  o r d c - r  t o  p rocess  a b o u t  t h e  same

1 1
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number of deicuments , the ga l l was 15 . 00 0 s , n m : i h i h e -  d t i m e-nt s , or abou t  150
sample documents tar t i e  In o t  t h e  98 C l , i t - n s e - c , . In  a d d i t i o n  t e e excessive
p r o c e s s i n g  t ime , th er e~ is  a l so  ~n p r - - o h em w i t  h i f r c - q l m e - t n e -v count o v e r f l o w  i f
more documents  t h a n  t h i s  we-re a na ly z e d .

5. 3 A n a ly s i s  of them San ’E )e c e ume-u ts bL KEY }-1NI P- R tar tine CJRC I I  C la s ses

Sample ’ documents f o r  87 o h  t i n e  98 ( 1 k G  I I  c la s s e s  We’re ,nnai vze ’d by
KEYFINDER. Tabl e 5. 1 s i n e ws  t ine  number  oh document s selected in each case .
Th is number was determined liv tine diversity ot doe u m e - i n t s  in  t ine -  c’ ] nn ss  and
al so the availability of goad d o e -u m en t s .  o v e r  10 , 00( 1 d o c um e n t s  were manua l l y
examined  and screened in o r der  to se l ect thie ’se c h a r a c t e r i z i n g  d o c u m e n t s  f o r
the 87 classes. Since this was t u e f i n a l pr ocessing of these’ sample documents ,
it was extremely important tha t tine d o cu n n e n t s  he s e l e c t e d  c - n r e f u l l v .
Documents are not yet available for the following CIRC II classes , but will
have to be analyzed subsequently to  dc-fine these categories.

- CIRC I I  Class  D e s c r i p t i o n

16 R&D

72 MIS—TECH
7 3  M I S/ S Y S

79 N y C/MA T
80 NU C—REACT
81

92 PROPEL
95 ECON
96 BUS
97 GOV/POL
98 SOC—S d

A total of 13 ,358 documents were analyzed , and 1,066 ,992 tokens obtained
which were not on the 1080 word sto p l i s t .  The total number of distinct
words was 52 ,761 , from whicin keywords were to be selected . Table 5.2
indicates the distribution of words over tile CIRC II classes for which each
o c c u r r e d  in at least  one  samp le document  f r o m  that c l a s s .  This  mi ght  be
compared to Tab l e  3 .2  f o r  the 110 UDC c la s s e s ;  c l e a r l y  a b e t t e r  d i s t r i b u t i o n
in n s been obtained fo r  the  87 CIRC II  c lasses .

Returning to tine data in Table 5.1 , sonic- f i n a l  r ecommend ~n t  ions shou ld
be made to FTD in te rms n i f  w i ne - re  a d d i t io n a l  d e e cu m e n t s  a r e  r e - q u i re d  to be
;nna 1 y zed by K E Y F I N D E R .  Al t l lo u gh l  the t , n  r get  I I  gurc - f o r  t i n e -  nu n ihe ’ r i i  sample-
d o c u m en t s  far each class was 1 50, it doe- s u n i t  neccssar liv I o i l  ow t h a t  e v e ry

14
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CIRC II DOCUMENTS CIRC II DOCUMENTS CIRC II DOCUMENTS
CLASS ANALYZED CLASS ANA LYZED CLASS ANALYZED

1 AERO 137 34 EMACTECH 166 67 LAB—TEST 109
2 AIRC RAFT 187 35 POWER 156 68 G—MIL 154
3 AG 228 36 MOTORS 149 69 MIL—MAT 138
4 LIVESTOCK 106 37 BATTERY 115 70 MIL—OP 166
5 ASTRO 147 38 FUR1~ACES 155 71 CBR /NUC 119
6 ATMOS 191 39 OIL/LUB 108 72 MIS—TECH
7 BlO 135 40 CERAMICS 168 73 MIS/SYS —— —
8 BACT 141 41 GLASS 107 74 NAV/GUID 146
9 PHA RN 176 42 CEMENT 124 75 DETECT 129
10 ILL 101 43 PAINTS/CTG 169 76 CTRNEAS 82
11 MED / SCI 95 44 NF—MET 137 77 TELCOM 172
12 CLINIC 132 45 F—MET 147 78 RADIO 156
13 PHYS 164 

- 
46 WOOD 136 79 NUC/MAT

14 MED—INST 120 47 TEX/FIB 138 80 NUC—REACT
15 PSYCH 107 48 RUB/PLAS 154 81 NUC—PHYS —— —
16 R&D ——— 49 MATH 157 82 ORD 124
17 CYBER 144 50 CONSTR 180 83 MECH 132
18 CH—ENG 175 51 AIRC/HEAT 131 84 GAS/FL 139
19 PCHEM 183 52 ENGINES 122 85 VIB/ACOUS 124
20 ANALY—CH 173 53 TRANS 167 86 OPTICS 222
21 INORG—CH 172 54 CI V—ENG 159 87 THERMO 140
22 ORG—CH 196 55 PLANT—ENG 191 88 SOL—STATE 105
23 OCEAN 147 56 FOOD 170 89 EMAG 140
24 GEOG 129 57 FORGE 133 90 CRYSTAL 130
25 GEOPHY 188 58 MTL—HANDLE 173 91 FUELS 155
26 GEOL 147 59 ROLL/PIPES 176 92 PROPEL
27 MINE 212 60 MACH—TOOLS 187 93 SAT 148
28 PETROL 131 61 POWER—TRANS 167 94 SPACE 184
29 EL—INSTR 240 62 FLUIDS/PUMP S 206 95 ECON ———
30 EL—COMP 181 63 NAV—ENG 174 96 BUS — — —

31 CPTR-HD 186 64 ENV-ENG 197 97 GOV/POL
32 CPTR—PG 151 65 WELDS 148 98 SOC—Sd
33 ELECTRONICS 192 66 MIL—TEST 163 ______

TOTAL SAMPLE DOCUMENTS 13,358

fABLE 5.1 Sample Documents for the CIRC II Classes

class requires this many documents for adequate definition. For examp le ,
consider the following classes:

CIRC II Class Documents_ An~j1zed

39 OIL/LUB 108
88 SOL—STATE 105
90 CRYSTAL 130

3’)
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WORDS WORD S WORDS
INDICATING INI)ICAT INC INDICATING

C I RC I I  THA T CIRC II  THAT C I R C  II  THAT
CLASS CLASS CLASS CLASS CLASS CLASS

1 3603 34 3502 67 2972
2 6246 35 3184 68 5528
3 5075 36 2504 69 4135
4 2819 37 2736 70 5425
5 2584 38 2915 71 3634
6 4187 39 2457 72 0
7 4104 40 2475 73 0
8 4625 41 2 153 74 4627
9 5356 42 2256 75 3472

10 3742 43 3402 76 2492
I l  3636 44 2392 77 3756
12 4818 45 2609 78 3618
13 5051 46 2517 79 0
14 3207 47 2695 80 0
15 3224 48 3808 81 0
16 0 49 1906 82 3895
17 2964 50 2912 83 2359
18 3539 51 2924 84 2517
19 2872 52 3214 85 2147
20 3354 53 4074 86 3987
21 2763 54 2583 87 2435
22 3406 55 4747 88 2044
23 4555 56 5133 89 2249
24 2883 57 2393 90 2154
25 3598 58 2650 91 3958
26 3599 59 2777  92 0
27 4963 60 3493 93 428 1
28 4029 61 2591 94 4576
29 3487 62 3076 95 0
30 3313 63 6451 96 0
31 3454 64 6768 97 0
32 3713 65 2411 98 0
33 3352 66 2707 

_______

TOTAL OVER ALL CLASSES 302,797

TABLE 5.2 Distribution of Words Over CIRC II Classes for Which
Each Occurred in at Least One Sample Document From
That  Class

I
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Even t hough  fewer  t h a n  150 documents  have been ana l yzed in each case , the
subject content of these three classes is sufficiently narrow and homogeneous
so this definition is entirely satisfactory . On the other hand , ver y br oad
classes whicin are multiple—faceted require a larger number of defining
documents. A few examp les are: -

CIRC II Class Documents Anal yz ed

2 AIRCRAFT 187
3A C  228

27 MINE 212

Some argument might be made for adding even more documents to these classes.
But then this might cause word frequency count overflows and also cause
distortions in the sequential classification algorithm if a few classes are
defined by an unreasonably large number of documents.

Finally, the following recommendations should be shared with FTD in
obtaining a final definition of the 98 CIRC II classes:

1) only a few documents have been collected for the eleven classes :
16 , 72 , 73 , 79 , 80 , 81 , 92 , 95 , 96 , 97 , and 98; these should be
def ined  f rom s t a r t , possibly using other than open literature
documents;

2) the AERO Class #1 seemed a b i t  weak , as the  avai lab le  documents  did
not deal wi th  many aspects  of aerodynamics ;

3) a few more LIVESTOCK Class #4 documents might be provided , but th is
class is probably adeq uately defined ;

4) many more BIO Class #7 documents should be processed , as this is an
extremely broad class , missing many facets , including specific
species of flora and fauna ;

5) several of the medical  classes were not as well  d e f i n e d  as migh t  be
desired due to gaps in the available documents; for example ,
classes ILL #10 , MED /S d #11, CLINIC #12 , MED—INST # 14 , and PSYCH #15
should be augmented with complementary documents; class CYBER #17
documents contained no information on artificial intelligence or
bionics , but emphasized general computer processing applications;

6) the class #67 LAB—TEST is a p a r t i c u l a r  problem ; perhaps  the d e f i n i n g
documents here should be examined and more defining documents
pr ovided;

7) a careful examination of the classes #68 G—MIL , #69 MIL—MA T, #70
MIL—OP , and #82 ORD should be made; it may be that more documents
should be provided whi ch yield keywords not  found in  the documents
se lec ted ;
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8) a special problem exists in Class #71 CBR/NUC ; more nuclear documents
may have to be used to acinieve a well—re )unded definition ilere;

- 
9) another special problem was encountered with Classes #75 DETECT and

#76 CTRMEAS ; for example , no infrared or ultraviolet detection
documents were available ;

10) a number of class changes may be desirable after the classification
system is in use for a while; for example , OPTICS includes optical
techniques , optical radiation , lasers , and photography — —  this may
span too many topics for a viable class; also the breakdown between
a r t i f i c i a l  sa te l l i t e s  #93 SAT and other space topices #94 SPACE may
not be approp r i a t e , and it may be desirable to redefine this or
any other CIRC II class. In Section 7.5 , it will be indicated how
such class redefinitions can be accomplished .

38
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- CHAPTER 6

CLASSIFY—-THE SEQUENTIAL CLASSIFICATION ALGORITHM

6.1 The Sequential Classification Approach

In Section 2.2 , an overview of the sequential classification algorithm
was presented. In this chapter , a more detailed examination of this algorithm
will be made , including computational details. A computer program documen-
tation of the IBM 360 basic assembler language (BAL) version of CLASSIFY is
provided in reference [3], wh ich gives even more detail of this document
classification system.

In the sequential approach , only as much of each document to be classified
is read until it can be classified into one or more categories. A word in
the document is isolated , and compared to a list of keywords. If it is not a
keyword , another word is isolated and read . If it is a keyword , then access
is made to a frequency table to e btain its a priori probability within each
category . As this is done repeatedly with successive keywords , an
a posteriori probability is calculated for each class.

This a posteriori probability corresponds to a confidence level , and
for each remaining class it is compared to some predetermined threshold. If
it is less than this threshold , then the class is dropped . When a termination
condition is achieved , all classes with sufficiently high confidence levels
are assigned to that document. If the end of a document is encountered before
the termination condition is achieved , the document is deemed unclassifiable.

The important variables in the classification process are the frequency
statistics on word types from each category. Clearly not all word types need
to be retained for effective classification , and computationally it would be
impractical to do so. Ideally, keywords selected to represent the categories
should occur in only one category. However , usually only a few words in any
data base occur in just one category, and these words will certainly not
occur in every document. Therefore the challenge is to utilize words which
over lap into several categories , and to discern their function in this case
by frequency counts by class.

6.2 Input Information for CLASSIFY

The sequential classification method assumes the availability of a
given number of subject categories , a selection of keywords representative
of these categories , and the a priori probabilities of all keywords within
each category.

More specifically, these inputs come from KEYFINDER , described in
Chapter 7 and reference 12 1 . The first input is the  set of till sing le—word
keywords (or first word of a compound keyword). These will be in the form
of a hash table for rap id accessing. When a keyword is found in this hash

39
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tabl e, its frequency count distribution will be required. ‘l’his is store d in
the frequency table input , and is accessed directl y by conch keyword . As w i l l
be indicated in tile next section , probabilities will be fornned from Linese-
counts by normalizing by total frequency c-lass oun ts , another required input.
The other input files relate to the compound keyword capability. Briefly,
compound keywords consist of either two or three adjacent words in tile text ,
and introduce considerable logic problems in ti ne program complexity. More
information on these required input files is given in the computer documenta-
tion for CLASSIFY given in reference [3].

The primary advantage of storing keywords within hash tables is that
searches can be concluded successfully by examining as few as one cell of the
table , or only sl ightly over this on the average . The processing time was
reduced several magnitudes over a binary search using other sorting methods.
A 60—80% loading factor gave satisfactory results , with a hashing algorithm
consisting of adding the first eight characters , two characters at a time .
When collisions did occur for the keywords , Day ’s algorithm [4 ]  was used for
collision resolution. At 70% loading factor , only an average of two address
probes were requit ed . 

- H-

Next consider the preparation of the keyword frequency table. Let D .
represent the subset of sample documents associated with class C ., and
t
~ k 

denote the number of occurrences of keyword W. in document ~ d~~. Then
t~ e frequency of keyword W. given that a document is in class C . is

f ( W . I C .) = ~ t , . (6—1)
1 ~ d k sDj  

ik

These frequencies are calculated for each keyword  and s t o r e d  in the  f r e q u e n t -v
t a b l e .  When the keyword a p r io r i  p r o b a b i l i t y  e s t i m a t e s  are used in the ce —te~~t ,
they are normal ized  by c a l c u l a t i n g  the f o l l o w i n g :

f ( W H C .)
P ( W .~~C .)  = — -  

1 3 (6 -2)
1 

k=1 
f(W

k~
C .)

where N i nd ica t e- s  the  n u m b e r  of keywords .

D u r i n g  c l a s s i f i c a t i o n, t he- keyword f r e q u en c  ies do not c h c n n i g e -  , and L i n u s
t h e  denomina to r  in e q u a t i o n  ( 6 — 2 )  is  c a l c i n l a t  c - i l  u n i v  once .  The a p r i c e r  i c l ass
p r o b a b i l i t i e s , deno ted  q . ,  a re c a l c u l a t e d  as

- 

N 
f ( W

1I C ~~)

q .  = 
i~~1_ — , for c- n e - l i I~, (h—I )

- t(w .I G k
) I

k I. i=l

wb e- re L denote ’ s the set of m d  ice - s of c I asses rc-m ,n in m i 1’ . As I mt I e a t ed
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previously for equation (6--2), t he  bracketed portion of the denominator ifi
(6—3) does not change dS document classification progresses. Yet L n ay
become smaller as the n—ti-st requires c-lasses to be dropped from consideration.
Tinus the denominator of (6—3) will have to be recalculated , and q , for t hc-
remaining classes must be correspond ing l y updated .

6.3 The Sequential Classification Al g o r i t h m

Equation (6—I) indicate-s how the counts are obtained for each keyword W .
for eacil class C . stored in the f r e q uen c y  t a b l e .  We a re  now prepared  to
give a detailed 3e.., lanation of how the sequontial classification algorithm
can be applied to a document to be classified , and especially how the -i—test
is performed.

A document is read into a buffer , and words are read sequentiall y from
the  document .  A word is read f r o m  the  b u f f e r , and is hashed i n to  the  keyword
table. If not a keyword , another word is read from tine buffer. If a keyword
is detected , then the keyword class frequencies f(UJC .) are read from the
frequency table. Whether or not the e— t e- ~ is ~ performed depends
upon two input parameters , T and R. i is the number of initial keywords that
must be read before the first n—Lest is conducted . R denotes the number of
keywords to be read between subsequent n-tests. Both parameters T and R
prevent a preci pitous decision from being made , especiall y in tine pre-senc e
of mislead ing or “noisy ” keywords which happen to occur near the beg inning
of the document.

Bayes rule has been used successfull y in many areas of statistics , e.g.,
p a t t e r n  r e c o g n i t i o n  [6 , 10].  I t  allows one to use a p r i o r i  c lass  p r o b a b i 1i t i e ’ s
such as from ( 6 — 3 ) ,  and a p r i o r i  keyword f r e q u e n c i e s , such as f r o m  (6 — 2 i n
order to ob ta in  upda ted  e s t ima tes  of the  p r o b a b i l i t i e s  of each class , based
upon the keywords  observed . These up dated e s t i m a t e s  are ca l l ed  a p~~~teri ori
class probabilities , and Bayes ru le  becomes:

P(W . W W . IC .)~ q .1
1

1
2 

1
n ~

= 

keL 
P( W .~~~~ W . ‘ 

(6- -~~ )

where (W . , W . , W 1 } r e p re s e n t s  the  sequence  of keywords read t r am
1

1 
1~ n t he  document  t hus  f a r , and  q .  and L a re  d e f i n e -cl

in e-qci at ion (6—3) . The prob lem is t h a t  we have  no way  o f  ~ v a l u a t  ing  l iii’
p r o b a b i l i t y  of  a g iven  sequence  of  k ey w o r d s .  A s s u m i n g  keyword i n d e p e n d e n ce ’
in terms of c o n t e x t , p r o x i m i t  , a nd orde ’r , t h i s  p r o b a b i l i t y  cal l be evalu ;nt e’d
as:

n
P(W. W , W . : , )  = II P ( W .  C .)  ( h — 5 )

1 n . 1 1 11 2 n - k 1  k

-
_
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Notice that the entire product in equation (6—5) need not be recalculated
w i t h  each a — t e s t , bu t  only  those factors need be multi plied corresponding to
keywords since the last -c—t e st was made. The calculations in (6—4) and (6—5)
may produce numbers wh ich are very small (i.e., lead to computer uuderflow) .
This problem is circumvented by scaling eat - in f,n c :te r , sin n e such scaling
factors will cancel out in equatictin (6—5). ‘line a p p r o p r ia t e  scaling factor
depends upon the relative values of k e y w o r d  f r e q u e n c i e s  and the maximum number
of keywords expected to be read in any document , hut for the system developed
here a scaling factor of 1000 was fou n d  t e e  be satisfactory to prevent under—
f l ow.

Another problem which must be addressed in equations (6—4) and (6—5) is
tila t some keyword may not occur at all in  n~nv of the samp le documents of one
or more class , and thus the corresponding frequencies in equation (6—1) are
zero . Indeed this is to be expected , since a keyword may be associated with
one class , or several classes, but it would be undesirabl e that a keyword
be associated with high frequency for all classes , as this sort of keyword
would be of dubious use for classification. A zero frequency or probabilit y
used in a pure form of Bayes rule for equation (6—4) would then preclude tile
class from being selected if such a keyword were detected . This is unreal—
istic for this task , however , since a keyword may occur near the beginning

• of the document which is either an incorrect indicator of the content of the
document , or else indicates a different aspect of that document , i.e.,
another class. Instead of using the zero probabilities which arise in
equations (6—1) and (6—2), a default probability 6 is defined for all sucin
cases to be substantially smaller than t h e  smallest nonzero probability
found by equation (6—2), but large enough to allow a class to stay in
con ten t ion  in ~he c—test to be described below . Experiments in Chapt e - r 4
showed 6 = l0~ to satisfy these requirements.

The c—test consists of testing whether for c ,, the a posteri en
probability of class C . which still remains in contention ,

> cc , f o r  j = I , 2 , . . . , L, (6—6)

lce r the L remaining classes , where ~flha ( - c )  is an inpcnt parameter to t he
sequential classification algorithm . If any of the remaining L classes fails
this test , tills means t h a t  tine sequence- of keywords , {W , ,W . , W . I
read from tile document so far , do not sufficientl y 

1
1 

1
2

indicate that C . is a correct class , but do suggest t h a t  o t h e r  c lasses  are
ap p r o p r i a t e  for1 t h e -se’ keywords  and t h i s  document. If so , class C

1 
i s  dropp e- d

from subsequent consid e -rn L ion . If one or more clas se-s are’ - d r opped ,
then the c l n s s ,n priori prohahi l ilie s q. in e q u a t i o n  ( 6 — 3 )  arc- r c -ca li ’ni l ,-n t ed .

The l c n r n m e - L e - r  e is  r c - l , -n ted to tine 1n rcnb ~nhi I it ~
- that a doc ’nimei nt i s  mi s-

c c i i s s  i I i c d .  l’iie c i i l i i l c t i i e l e v e l , cr  a past C r  ion  p r c c b a h i  1 i t  v , of c i  ,n s s
C - given a se- h nie ’ lne - e’ c c !  ke y w o r d s read t ram n n eioe i i i i i e ’ i n t  i s  d c - f i n e - c l  l e e  b e’ e , il l

I c -qu i t ion  ( ( i _ - + )  . - e  - i s  t i n e - i n  h o u n d e d  I rum h e l  ow by  - e  , I u i  e e t i l e ’ r w i s e ’
t h e ’ a e p n c l l t  i n  I t e s t  w o c i l c i  have  rc -,n e ve ’ cl (~ - f r o m  c’e en s i d c r - n t  j e e n .  I ’ I ie ’
s i t  n i - n i  i o i n  w i t h  t i n e -  c h ic ) i c e  c c !  c , T , N , n o d  ~ I is  h O i t t ’ eomp.1 cx , bu t ce’oera I l v
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if a is decreased , the accuracy tends to improve , since more keywords are
read before classification is attempted . However , a cannot be decreased
arb i trar ily, for then more classes remain in contention and the entire
document must be read , and no classification decision has been made .

In Chapter 4, good classification performance- was obtained witin

a = 0.001 , = io~
6

T 6 , and H = 1.

- - This exper ience w i l l  be r e i n f o r c e d  in Chap t e r  10.

6.4 Confidence Levels and Termination Criteria

Using the a—test , tine number of classes remaining monotonically decreases.
It is necessary to reach a decision to select one or more classes as quickly
as possibl e, or if the entire document has to be read , should a subset of
the remaining classes be selected to characterize the document , or shou ld
the document he declared unclassifiable? Tine most important measure to aid
in making  these d e c i s i o n s  in the  confidence l e ve l  c 4 for each remaining class
C . ,  as it represents t he a posteric)ri p r c b a b i l i t v  ~ oI  being the correct c l t n s s
f~ r that document given the n keywords thus far observed.

The trade off issue here is that on the one hand , as many of the’ classes
selected should be correct as possible , and yet as man~’ correct classes
should he assigned to each document as can be achieved . Both of t h e s e-
criteria should be achieved as rapidl y as possible , i.e., as lit t1~ - e d  L I ne ’
document should have to be read as possible. A vimber of experiments We ’Cc -

de signed to investigate this trade off. Essentially it was discovered that
in order to maximize the % correct classes , only one class s h o u l d  bc c hosen
for  each document , and onl y then  when t h e  c o n f i d e n c e  level  e x c e e d s  90) . I f
a d d i t i o n a l  classes were selected , t i ne % correct classes was found to he
somewha t r educed .

Another issue to be resolved is tine number of classes icc be select ed.

Experiments with CIRC 11 documents and the sequential cla s-si! icat ion a lpc e r—
ithm showed that consistently one , two , or t hi r e ’e - classes coul d be ;n cc cn r at . c ’ly
assi gn ed , depending upon t he  document. If an attempt was made to a p p ly  more-

c lasses , a si g n i f i c a n t  decrease in a c c ur a c y  was a l w a y s  not ed. As .i des i gn
l i m i t a t i o n , it was decided t e e  I i m i t  t h e -  n ei mb e - r of p o t e n t i a l  cla sse s t ee be
assi gned to  f i v e , ah t i i o u g h the ’ s equen t  i i i  a l g o r i t l n m  w o u l d  a s s i gn that mao~-

classes to d o c u m e n t s  on ly  in r a r e  i n s t a n c e- s .

The best termi n;n t ion c-r i t or icc w e r e -  b ond t i c  he t ine ’  f o i l  owl  ic

1) cont inue re-ad ing mo re of t h e  c i c c c - e n m e  i t  if more - tinan e’ g u t  c i a s s e s
r e m a i n ;  i f  t h e  end of t h e  document  is c c - a c h e d  lie ! a r c ’  t u e  number  c~~I

r e m a i n i n g  c ’ I a s s es  d r o p s  be low that I e v e  I , t I i ~ d c c c  m m c ii t is  d e e  i n  red
unclassifiable;



2) if six , seven , or eig ht classes remain , read additional keywords
until the same classes are encountered three t imes after -c—tests ; if
so , or if t i n e  d o c u m e n t  t e r m i n a t e s , o u t p u t  up to  f i v e ’  c l a s s e s  whose
confidence levels exceed 0.1;

3) if four or f i v e ’ c l asses  r e m a i n , read additional keywords until the
same classes repeat; if this occurs or if the end of tine document is
encountered , o u t p u t  any c l a s s  whose  cc mllf idence level exceeds 0.1 ;

4) if one , two , or tlnree c i as se - s r e m a i n , r e t a i n  a n y  c l a s s  whose
confidence level exceeds 0.1.

S u b s t a n t i a l  e x p e r i m e n t a t i o n  showed t h a t  any C I - i s s  with confidence level
less than 0.1 was a pacer risk in t i l a t  t h e  o v e r a l l  % c - l a s s e s  c o r re c t  c r i t e r i o n
substantially d e t e r i o r a t e d .  The choice of eig int classes in (1) was not
entirely arbitrary , f o r  if more than ei gbnt classes remain , t h e  chances  of one
or two classes having a substantial confidence level is c o n s i der a b l y r e d u c e d .

A most important design consideration was to o u t p u t  c o n f i d e n c e  l eve ls
a long  with selected classes in the format indicated in Section 2.~~. The
user can then decide whether or not a cinance- should be taken on a class with
confidence level it  0.1, 0.3 , or 0.6.

Table  6.1 r e p o r t s  sc)me t e r m i n a t i o n  c r i t e r i a  e x p e r i m e n t s .  The termination
criteria described by rules 1) — 4) above- a r e  u t i l i z e d  as a s t a n d a r d , and

-
‘ other stopp ing criteria compared to this. If all classes are s e l e c t e d  w h m ~cs~-

c o n f i d e n c e  levels exceed 0 .1  when ei ght  or f e wer  classes are obtained , ce nly
a few more e c e r r e c t  c lasses  were se lec ted , and the  % classes c o r r e c t  d ropped
s i g n i f i c a n t l y .

The last  two sets of dat -n in Table h.l have -’ c r i t e r i a

a) only stop when a single cLn sm ~ is left , or i f  end of d o c u m e n t  is
rea ched , take the class of h l ig i i e ’st confidence level; and

b) s top  whenever  a c lass  a c h i e v e - s  a confidenc e’ [eve -i of 0.9, respect iveiiv .

These two criteria had substantial ly hi gher  % correct classe s criteria ,
but note that si gn i fi~’ami t 1v fe-wer classes w e - c e -  c h o s e n .  When you add t i n e
c o n si d e - r a t i o n  t h a t  rtuc- h more processing was involved (nnany d o c u m e n t s  were ’ read
e n t i r c - l y ) ,  i t  is c l ea r  why  c r i t e r i a  1) — -~ ) was finall y selected.

For near I 
~

- I I  c l e e c m i r n e n t s  , i t  was q u i t e  t y p ic a l  t h at  conf ideilce I e V e l  S
excee ding 0. we’re ac’hn ievcc h be fore t e n  k e y w o r d s  were ’  read .

Ic . i Nedjljcation s ia CLAS~~IFY

(:I .\ h~ [FT can e n s i l v  b~- modified in its I c c  - i t  h c c 5  e’ i t l i e ’r I c y  i n p c n t d , n t a
or par nrne -t e-rs. For c -x e - p l c ’ , key word s e - I c - c t i o n  m , nv  c - x e - r e  l O t  fl s i g n i l i c ’ ;n n t
eft~ - -t cd i i  cl -nss i I ic,it i - en , and  t h i n ’  u se r  is I r e - c ’ to c l n c e e s t -  t h i s , n o  i t  is an 

- --—~~~~~~~~~ -~~~~~~~~~~~-- - - --- -—-- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



~ 
~~~~~~~~~~~~~ ~~~~~~~~~~~~~~ :~~~ .

EXPERIMENT, MATCHED NUMBER OF NUM BER OF
DOCUMENT ASSIGNED CORRECT INCORRECT CORRECT DOCUMENT

SET UDC CODE CLASSES CLASSES CLASSES ACCURACY
Criteria 1)—4)

Test #2 73% 114 36 76% 88%
Test #5 72% 110 34 76% 91%

Stop at 8
classes; take
all  a . > 0.1

Test #2 72% 120 48 71Z 90%
Test #5 73% 116 44 72Z 91)(

Stop at 1
class or end—
doc ; Select
top a~

Test #2 69% 87 21 8L .  84 7
Test #5 68% 84 17 8 3~

Stop at first
class with

> 0.9
3 —

Test #2 66% 83 17 83 837
Test #5 62% 81 19 81%

TABLE 6.1 Termination Criteria Experiments
with 110 UDC Classes ,

T = 6, 6 = 10
6
, 3333 1KW.

-~ C
)

— ~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~ - - — ‘- _s____ _ _____



- - . 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

I

input to CLASSIFY . Similarl y keywenrd f r e q ue n c i e s  n r c ’  i m p o r t a n t , and are
i n p u t  data to CLASSIFY . In this c h a p t e r , p a r am e t e r s  T , R , a , and 6 were
def ined , and their effec t on c l a s s i f i ca t i o n  d i scussed .

Another variable t ine user m c c v  have tee change is tine number of CIRC II
c lasses , which currently is at 98. The CLASSIFY p rogram is es tabl ished
Sc) as to be able to handle up to a maximum of 110 classes. It someone chooses
to add more classes , CLASSIFY documentation in reference [3] explains what
minor program changes are required. If the number of CIRC II classes were
changed to exceed 110 , near ly  n 11 of t ine p rogram a r r a y s  must  be increased to
accommodate t h i s  rev is ion , and the  user must  he c a r e f u l  about  such a change .

I

- 
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CHAPTER 7
I

KEYFINDER - THE SAMPLE DOCUMENTS ANALYZER

7.1 The KEYFINDER Software

The KEYFINDER software system is designed to set up all the input tables
requ ired by the CLASSIFY program. This is done by obtaining frequency
counts of all non—stop list words from a set of sample documents. The
frequency d istributions of these words over all classes are then examined ,
and the most promising words are selected as keywords. These keywords and
their related class frequencies are the primary inputs which the CLASSIFY
program uses to classify documents. These keywords are supplemented by a set
of compound keywords each of which consists of two or three adjacent words ,
treated as a single keyword concept. The compound keywords are important
when the words comprising the compound keywords would , taken by themselves ,
be ambiguous or contain information of little use in classification. Compound
keywords are discussed further in Chapter 8. A computer program documen—
tation of KEYFINDER is provided in reference [ 2 ] ,  where a complete and
detailed description of the software and how it operates is presented . The
constituent parts of KEYFINDER will be considered in this chapter and
described at a level to allow one to understand the purpose of that aspect of
the software , and how it was des igned to accomplish tha t objective.

The fi rst major subprogram is KEYFIND , w h i c h  is run once for each class
to be defined. It accepts the hashed stoplist as input along with the set of
documents (in CIRC II output fo mat) which defines the class , the class
number , the compound keywords , and some other parameter information related
to the compound keywords .  The KEYFIND program examines the input  documents
and outputs each word not on the s top l i s t  a long  w i t h  the class number .  If
a compound keyword is encountered , its corresponding frequency record is
updated.

In the second step of KEYFINDER , the words from tine various runs of
KEYF IND are combined and sorted using tine IBM SORT/MERGE package. This can
be done in stages if desired by using the sorted output from a previous run
as one of the inputs to the current run .

The o u t p u t  f r o m  tine SORT is c ombined by t he  next  p r o g r a m  (PHA SE3) so
that there is a ine  record f o r  eac in  u n i q u e  word . Tin is  r e c o r d  c o n ta i n s  t i ne
word and the  f r e q u e n c y  c o u n t s  f o r  t h i s  word by c l a s s .

Next the p r o g r a m  CONVERT take ’s t ine  PHA SE 3 o u t p u t  a l o n g  w i t h  t ine  compound
keyword f r e q u e n c y  d a t a , and c r e a t e s  t h e  f i l e s  r e q u i r e -c l by  CLASSIFY , i n c l u d ing
t h e  s e l ec t ed  keywords .  t tm si ng t he  f r e q u e n c y  da t n i n  c-acm receerd , CONVERT
determines whether e ’  r nut t i n e  word should he sc Ic -ct c- cl as a keyword .  If so ,

the frequency data f or  e ach  s e l e c t e d  keyword and  for al l compound kevwcerds are-
prepare d f e e r  t i n e -  Cl ASS I -‘Y p r o g r a m .  A n o t h e r  o c t  e e f  c h i t  n r e q u i r e d  i s  t i n e ’ t o t a l
f r e ’que ’ncy by c’ l ;nss summed ove r  a ll kevweerds . As a I i flni I st e’p • tin e sequent i a I
keyword file ’ i s hini shn ed so thm n t a hashe d k c ’vwc e rd t a b  I e’ c n i l  Ice ’ read d i r e c t I ~ ‘

by the -  C L A S S I F Y  I r e ) c r n nm .

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
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7.2 Required Input for KEYFINDER

Tine samp le documents to be analyzed by KEFYINDER were chosen to be in
CIRC II output format rather than tine IPIR format. The reason this was done
is that sample documents had to he selected from documents existing in the
data base rather than incoming documents in tile IPIR form to be processed .
These documents can be easily retrieved , and any selected fields printed
and output to tape for further processing. All the documents analyzed by tine
final run of KEYFINDER were delivered as data with the software so that - -

anyone could discover for themselves wha t documents were used to characterize
each class. The method by which these samp le documents were selected is
described in Chapter 5. In order to keep tine input to KEYFIND simple , only
documents for one class are processed with each run , and this class must
presently be identified as a class number between 1 and 98.

Notice tha t there is a different philosop h y in tile way simple keywords
and compound keywords are handled by KEYFIND. For tlee simple keywords , a
new file of token counts is always made , and sort—merged with previous
counts. For compound keywords , however , tine compound keywords must be
a priori specified , and a table of class counts for each compound keyword is
input and then updated with each run . W i t h e~nc h run , new compound keywords
can always be spec if ied , but it should be emphasized tha t class counts e n i n n i c ’ t
be made over documents already analyzed . However , it is always possible te e
rerun all sample documents through KEYFINDER , but this involves a large
amount of processing , analyzing over 15 ,000 documents.

The f i na l  s t o p l i s t  p r e s e n t l y  c o n s i s t s  of 1080 words , each truncated t e e
a ten character string. This can be easily changed by hashing the re -vised
stop list into a hash table , and this used as input to KEYFINI), but again
this will not affect samp le documents already processed .

7.3 SORT/MERGE and PHASE3 — The Sorting and Cenunti ing Functions

SORT/MERGE performs the sorting and c o m b i n i n g  f u n c t i o n s  fo r  KEYFINDER c e O

the individua l occurrences of each non—stop list word detected by KEYFIND. It
should be emp hasized that there will he many word token files — One’ produced
by each run of KEYFIND. ‘these files must be combined and sorted. The
primary sort key is  the word token itself witin the records being suhordere’d
by class number and then document number.

It should be- noted that the final sorted f i l e  f r o m  SORT/MERGE was
de l  i ve red  as data wi tin t i le s o f t w a r e- . This was done so t h a t  as a d d i t i o n a l
sample  documen t s  are ana l yzed b y K E Y F I N D E R , t h e  resul ting word tokens can

he merged with ‘is f i l e  to u p d a t e -  keyword  s e - I c - c t  i e c n s  and f r e q u e n cy  d i s t  r i—
b u t  ions .  As d i .  ussed in Chapter 5 , s i n e ’e’ e l e v e n  classes n r c  not yet cle f iii ~~I ,
and additiona l documents may he added for any of l in e  o t h e r  c la s sc- s , ti n is
( c h i t  ion will have te’ be uti I i ~ e ’ el to produce ,n I I na I cep erat in g  s y s t e m  f o r  n I l
9$ CIRC II classes.

S 
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PHASE3 then performs the counting function on the sorted word token file
from SORT/MERGE. PHASE3 produces a record for each distinc t word in that
file which consists of the word , its frequency count by class, together with
some summary information concerning the counts.

A design decision was made to allow only one byte for each class count
within each word , for otherwise the frequency table would require an
excessive amount of storage . This decision was reasonable, for although
50,000 words over 87 classes were produced by PHASE3, only in 17 instances
(for 15 distinct words) did the count overflow this byte , i.e., exceeded a
count of 255, Table 7.1 shows these 15 words , together with the CIRC II class
byte which overflowed , and the total count of that word for that class.
In some cases , e .g. , NAVIGATION or OIL , the total count is only marg inally
larger than 2~~5. In this case , we could just terminate the Count at 255 ,
and tne ev e -r ai l frequency distribution would not be affected significantly.
However , in most c,n ses , e.g., fo r  AIRCRAFT and FUEL , this approach would give
a distorted view of how important to classes 2 and 56, respectively, these
weirds would be. A l s o , near l y all the words should be keywords for the over—
fl ow cl ,nss , except possibl y LIGHT in class 86.

CIRC II TOTAL
Wo RD CLASS COUNT

AIRCRAFT 2 617
ENGINE 52 298
FOOD 56 686
FUEL 91 349
GLASS 41 317
LIGHT 86 315
MEDICAL 11 284
MEDICAL 12 323
MILITARY 68 300
NAVIGATION 74 260
OIL 28 288
PACKAGING 55 397
PACKAGING 56 309
SATELLITE 93 420
SPACE 94 438
VALVE 62 352
WELDING 65 347

TABLE 7.1 Those Word s Where Class
Counts Overflowed

A me thod must be found to remedy these overflows when they occur , for
the overflows cannot be predicted ahead of time . In order to do this , we must
return to the mathematical description of CLASSIFY given in Chapter 6. The
principa l computation affected is that of the a priori probabilities of each
keyword by c-lass , given as equation (6—2), repeated here as:

‘-49
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f(W .IC .)
P(W. I C . )  = 

‘ (7-1)
1 3

k=l f(Wk IC .)

where W~ is assumed to be the word which has overflowed in tine frequency
count f(WJC .) for class C ., and we will consider the selection of N
keywords 1 

~ using these3 frequency counts.

The problem is schematically indicated in Figure 7.1, where tine
frequency count data can be visualized as a table , with rows corresponding
to distinc t keywords obtained from PHASE3 , columns corresponding to the
CIRC II classes, and entries of the table corresponding to the frequency
count of each word b~ class. Assume the count of word W. in class C. has
overf lowed , so the j  h column sum corresponds to the den~minator of
equation (7—1), and the numerator to the overflowed count.

CIRC II CLASSES
—+

C C . . . . C . C1 2 98Keywords 
~From 1

P1-IASE3
~~~~~~~~

W
2 

_ _ _ _ _  _  _ _

Rescale
w . 4’ This
1 I 

“\

\ 

Row

_____________________________ ______ 

Count
- 

~~~~~f(W .IC ,)
1 ~]

COLUMN SUMS which
- o v e r f l o w e d

~~~~~~~~imn Sum
‘

Y f(W~~ C .)
k=l I

FIGURE 7.1 Freq uency Table in Which the
Count f o r  Word W.  inas

1
Overflowed for Class C .

,1
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The solution to the overflow problem we propose is to scale the ~th row by
multipl y ing each en try by the factor

255
f ( W . I C .)

and then ~~unding up, making sure the 11
th 

table entry is 255. Notice that
for the i row of the frequency table , given that an overflow has occurred ,
it represents the best we can do to readjust the counts , and yet try to
retain the distribution of counts across classes for that word W.. Some
errors have been introduced , however , that must be considered : 

1

1) the modified Counts might affect keyword selection ; but since all the
keyword selection criteria described in Chapter 3 and the next
section examine only counts within each word , there should be
neglig ible effect on keyword selection ;

2) there is round ing error in the ~
th 

row frequency entries; however ,
since the maximum count is known to be 255 , then relative to this
in a probability calculation , it matters little whether a count of
one , two , or three is obtained; note , however, a count of zero
might make a difference , and this is why we propose round ing up;

3) all the column sums

k=i ~
WktC m)

change for each class C , including class C.; here we argue that
these sums are so largetm 

that rescaling the3 ith row en tries should
exert but a minor perturbation; if any of these column sums were
changed to any degree , then we might have to reexamine this approach ,
but it would also say that there are clearly insufficient words
which primarily represent that class;

4) notice that the class a priori probabilities 
~~ 

all change as
defined in equation (6—3) for all classes C

k
; this change is

primarily due to variation in column sums , which is dealt with in
3).

In summary , then , the f inal frequency table from PHASE3 has been rescaled
for the 15 distinct words in Table 7.1. Note that if documents are added to
define the additional classes , almost certainly some keyword frequency count
will overflow for that class. In this case , rescaling will again have to be
applied. It should be clear that in this situation it would he’ best to have
an unsealed frequency table , and resca le in order to correctly take into
account  any m o d i f i e d  c o u n t s .  Thus bo th  unscaled and scaled f r e q u e n cy  table
data will be delivered with the software.

51 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - -



— -  —------ -- - - 
~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~

7 . 4  CONVERT — Selection of K~~~ prds

The CONVERT program algorithmically selects whicin words from PHASE3 are
to be keywords based upon the  f r e q u e n c y  c o u n t s  of t ine  w o r d s .  lt  t hen  se t s
up the  f i l e s  r equ i r ed  b y the  CLASSIFY p rogram .

The input data required by CONVERT is:

1) the compound keywords  and t h e i r  a s soc iat ed  f r e q u e n c y  counts
over classes;

2) the frequency table for sing le words;
3) s e q uen t i a l  f i l e s  of ‘keep t words and “throw” words .

The reason for the i~~~PL 
and throw lists is the following. The keyword

studies in Chapter 3 illustrated that automatic keyword selection techniques p
can never guarantee that an intuitivel y poor keyword will not be chosen , or
that an intuitively good characterizing keyword for a class will not fall
just below a selection threshold. Thus after sufficient keyword studies , a
keyword which should be included even though it tends to be eliminated by
automatic keyword criteria is put on the keep list. Similarly , a word which
persists in passing the automatic keyword criteria , even though it clearl y
should be dele ted as a keyword , is put on the throw list.

For each word , the following processing is done using the frequency table.
If it is the first word of a compound keyword , a flag is set to indica te -
th i s .  A f t e r  t h i s , a check is made to see if the word is on either the keep
list or throw list. If it is on neitiner of these lists , the frequency data
is tes ted  to see if the word passes the tests for inclusion in the keyword set.
If the word is on the throw list or if it fails one or more keyword tests ,
it is rejected as a keyword . If the word is on the  keep l i s t  or if the
word has passed all of the keyword tests , it is retained as a keyword along
with its frequency data.

It should be noted that the automatic keyword criteria are modular , and
can easily be modified if different keyword sets are required than the
current selection criteria obtains. An output print routine is available
to output the selected keywords by class , including the most important classes
winich each account for more than 10% of tine total frequency count of that
keyword . Thus a keyw~ rd m,n \— he printed a number of times , being repeated
for several c l as s e s .  The- ke ywords assoc i c ted with o cve - rn l typical classes
are indicated in Appendix I), to illustrate the format of tinis printout.

7 . 5  Mod i f i c a t i o n s  of K E Y F L N I ) E R

The KEYFINDER software is a tool to analyze- sample documents to define
classes , especi all y in an environment where the documents or classe’s may
he made available p iee - e- me- - n l . Thus the  s e e f t w a r e  Inad to be developed to be as
flexible as possible and ‘ iii he mod if  ied t e e  , n e c ce mm od ate  a number  of c h a ng e s .
Specificall y the following modif i cat io ns have he - c- n a l l ow e d l  f o r :

~
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1) the stoplist can be changed;
2) more classes can be added;
3) new classes can be defined by submitting input defining documents

to KEYFIND;
4) addi t ional  documents  can be submit ted  to f u r t h e r  d e f i n e  an alread y

existing class;
5) a class can be deleted ;
6) new compound keywords can be added ;
7) the keywords can be changed by modify ing the keyw rd selection

criteria , the keep list , or throw list.

The stoplist can be changed very easily ,  simp ly modifying the original
set of input cards by inserting or deleting stop list words. These must be
hashed into a new hash table , which might have to be enlarged in order to
keep the present loading fac to r  for rapid search. The most serious problem
is that counts of words cannot be changed for documents already processed
by KEYFINDER. If th is  is required , it will be necessary to reprocess all
sample documents by KEYFINDER.

The KEYFINDER software presently assumes at the input stage there  are
98 classes. If classes are to be defined within this range (for example ,
eleven such clLsses are yet  to be d e f i n e d ) ,  no m o d i f i c a t i o n s  have to be
made at a l l ;  the  c h a r a c t e r i z i n g  documents  need onl y be submi t ted  to KEYFIND.
If a new class beyond 98 is to be def ined , onl y one input parameter need be
changed , and the system extends in a simple way . It was decided with FTD
t ha t  a reasonable expansion c a p a b i l i t y  would be up to 110 classes.  If more
than 110 classes are to be de f ined , subs tain t i a l  m o d i f i c a t i o n s  to KEYFINDER
are required including an expansion of the frequency tables .

If a class has a l ready been pa r t i a l ly de f ined  by documents  submi t t ed  to
K E Y F I N D E R , bu t  it is des i red  to d e f i n e  a l t e r n a t e  aspects of that class by
other documents , they can be simply submitted to KEYFINDER with the class
identified. These documents will be analyz ed , word tokens merged with the
otilers from this class , and the counts updated .

There are more logical difficulties if an existing class is to be
deleted , or must be modified so tha t previously analyzed documents for this
class are to be deleted. The simplest way to accomplish this is to do a
search of all word tol-:en output of SORT/MERGE , and delete all occurrences of
word tokens f r o m  that class. That class can then be redefined with new
documents , and the new word tokens will be- merged with the modified token
f i L e .  F u r t h e r  p roces s ing  will produce keywords for an entirely new class.

New compound keywords can be added winenever a run of KEYFINDER is made.
The problem is t h a t  these  new compound keywo rds were not searched fo r  in
prev ious ly  ana l yzed do~ umen t s , and thus  f i n a l  f r e q i i c n e  v count  d i s t r i b u t i o n s
are somewhat s u s p e c t.  The onl y way a round t h i s  p r ob l e m  is to e omp le t el y
anal yze a l l  documents over again after a f i n a l determination of all compound
keywords has been made.
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Tine CLASSIFY algorithm is very dependent upon  the  keywords selected , scn
given that the best sample documents have been anal yzed by KEYFINIj~ R , and tine
word frequencies deter~mined , the only input affecting classification is the
keyword selection. Thus CONVERT is very flex ible , allowing a wide r ar g e  of
keyword selection techniques. A new keyword selection criteria can easil y
be inserted in p lace of the present  one in CONVERT . Words can easil y be
added to or dele ted  from the keep l i s t  or d e l e t e  l i s t .  The one operat ion
which cannot be done at the CONVERT stage is to add more compound keywords ,
because they had to have been defined before some subset of documents were
analyzed.

A study of these seven types of changes in the output of KEYFINDER shows
that it is extremely flexible , and considerable thought has been given to
its design to yield this flexibility. For further details , see reference [2].
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CHAPTER 8

COMPOUND K E YW OR I ) S

8.1 D e f i n i t i o n  of Co~ p~~ nd Keywords

A compound keyword cons is ts  of two or t h ree - a d j a c e n t  words , t r e a t e d  as a
single keyword concep t .  Each c o n s ti t u t en t  word i s  assumed te e consist of no
more than 14 characters , or else it is truncated to that length. A design
decision was made early that at most three adjacent words would capture nearly
all compound concepts which would e)ccur in practi ce. The problem is that
this decision must also take into account the c e e m p l c - x i t v  and c o m p u t a t i o n
time of a more general approach , and recall tin at tine CLASSIFY software
m u s t  be fast in terms of the number  of d o c u m e n t s  c l a s s i f ie d  per  unit time .

It should be emphasized that except leer tine three word limitation and
adjacency restriction , any configuration with these constraints can occur .
For example, any constito’—nt word ot a compound keyword can also be a keyword ,
including the first word. Furthermore , the first Iv wards of a ny  t h r e e —
word compound keyword can also be a distinc t compound keyword , and other
compound keywords can be formed by add ing any number of words a f t e r  e i t h e r  a
common first word or a common two—word pair. This sort  of f l e x i b i l i t y
considerabl y complicated the desi gn of the compound keyword software . For
examp le , the following phrases could all be (compound ) keywords in the system :

MILITARY
MILITARY HARDWARE
MILITARY HARDWARE DESIGN
MILITARY HARDWAR I MAT NT b~NANChI
HARDWARE DESIGN
COMPUTER
COMPUTER HARDWARE
COMPUTER HARDWARE MAINTENANCE

I t  should be no ted , however , t h a t  all these conce p ts ire- not  ( e ’omp ou ind ~
keywords  in th i s  sys tem , as they have become far too spec i ft l e e r  t h i s  e l - i t  - t

base c l a s s i f i c a t i o n.

A l i s t  of some t v p i c -~i l  c ompound ke vw c ’:’ds f i n a l l y  se c l e -e t e e l  n r c  g i v e -t i
in Appendix E. 940 compound k e v w c e r c h -~ were analyzed by K E Y F I N I I I R , but  t in t

number selected was reduced to 4h-~ af te r re -vie-win g freque nc y data , is  some

of these occurred too infrequently. It must be emp in a s i z e d  t b — n t  mnn~- e e l
t h e s e  compound k e y w o r d s  are -  - i s s i e e - i at e - d w i t h  c l a s s e s l e t  V e t  n nn .nl vzed , .iiid
to be on the  s a f e  s i d e ’ , wer e-  re t a i n e d  for these e l n sse’ s. iii is w e  ~lo nit ~~~-

tlnat when frequency counts are eve -n t  i n n  11 v oh t n  i ned , n dc -c is i c e l l ce c i l ! 1 c nd ,

as to which compound keyword s to r e - t i m .

W ithout fri- que ’nc -y data , it is dif t i ci n i t t o  de t e r m i n e  h o w  e l  l~ - c t  lye t to-
ce -tmpound keywords  mi ght he lee r c l n s s i f i e - , n t i c n .  For examp le- , l ine-n e- is no

doubt that SOLAR ENERGY i s  , n m c m l  e e m ) l e e e n i n d l  k c - v w e c r d  , and  d e S  i d  C L I I  o t t  c l i
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enoug h to j u s t i f y  i t s  r e t e n t i o n .  But  t h er e  a r e -  many  compound  k e y w o r d s  w h i c h
a pear to be useful , bdn t never or hardl y e-ver e e c c u r  in samp le documents. Thus
no frequency distribution data can be obtained on ti c -se  compound keywords .
This  is h e a v i l y  d e p e n d e n t  upon the  way in which t lie- s n i i i l e l e - d o c u m e n t s  were
c h o s e n .  If samp le documents were selected see as te) f u l l y  d e v e l o p  a p a r t i c u l a r
compound keyword concept , then  they would not be r epre se - i n t n t i v e  w i t h i n  a set
of only 150 documents for that class. Yet it was d e s i r e d  t h a t  the  s o f t w a r e
have tine compound keyword c a p a b i l i t y  in case it was needed.

As the next s e c t i o n  w i l l  show , compound keyworei p r o c e s s i n g  w i l l  lead to
considerable complication in b o t h  the KEYFINI)ER and CLASSIFY programs . The
run time of KEYFINDER is considerabl y longer with compound keywords , but this
is nel t t e e o  ser ious as it is a o n e — t i m e  o f f — l i n e  p r o g r a m .  If there  are few
compound keywords , then it should be emphasized that the run time of CLASSIFY
will not increase too much , because the only additional work is to check a
flag when a keyword is found in the hash table , and if this is not tile first
word of a compound keyword , nothing extra need be done. if , however , many
compound keywords were to be detected , then the next section will indicate
tine extra complexities involved , which would definitely slow down the CLASSIFY
program.

8.~ Construction and Use of t in e Compound ~~~yword Tables

Iii order to detect compound keywords , three tables must he constructed
by KEYFINDER and utilized Lv the CLASSIFY software. The three tables are
shown in Figure 8.1. The first table c o n t a i n s  each unique first word of the
set of compound keywords and for each , a pointer (TWOPTR) to tine initial (or
on l~’) s e c o n d  word of t l i i c  compound ke’vweerd . The second table contaimns all
second words of compound ~e - v w o r d s , and three pointers. The f i r s t  p o i n t e r
( I’HRPTR) i n d i ca t e s  the  i n i t i a l  (or o n l y )  t h i r d  word , in the t h i r d  t ab l e ,
t i er tin is compound keyword . The pointer is null if no third word exists for
th i s pair. The se’ -ond pointer (TABLP ’I ’R2 ) p o i n t s  to the  f r e q u e n c y  t ab le  if
lii , I irst we erd— see ’ond word pair c’onst I t u t e ’s a ccemp ound keyword , and it i s  n u l l

TABLE 1 TABLE 2 TABLE 3

~~WORD I 
- 

I’WOi’TR WORD2 - THRi~l’R ~—~~~-~~~~~~~~WORD 3

- 
TABLPT R N \ I  P I R ~ - ‘l’ARLI”! R I ~X l’P I~ 1 -t

I L _ 

~~~ 2’ 

~

— - 

I’o i  I l t  e 1 5  to F r tq ii e ’nncy lab le -

I - r ( ; l ’ R i - :  8.1 Three (ee imi 1 c n in cj Ke\~~ d n d  l nh I i s
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if this pair is not a compound keyword . The tin i rd pointer (NXTPTR2) points
within the second table t e e  t ine next second word assoc iated wit in this first
word ; if none, this pointe-r is null. Tine- third table contains all third
words of compound keywords  and two poinnters. The- fir- , t pointer (TABLPTR3)
poin ts  to the f r e q u e n c y  t ab le  f o r  t h u s compou nd  keyword tri ple. Tine second
pointer (NXTPTR3) indicates within the third table the next third word
associated with this first word—second word pair; if none , tinis pointer is
nul l .

The tables are constructed by the following procedure. The compound
keywords are lexicographically ordered , i.e., in alphabetical order by first
word , then subordered by second word and then third word . Each unique first
word is placed in TABLE 1 as i t  is encoun te red , and the p o i n t e r  to the  second
word in TABLE 2 is entered at th is  point . The second and th i rd  words and a l l
pointers  except f requency  t ab le  po in te r s  are also entered  as the  compound
keywords are read . The frequency table pointers and data are entered after
all compound keywords are read .

Both KEYFIND and CLASSIFY search the tables as follows . When a word is
found in TABLE 1, the next buffer word is checked against the TABLE 2
entries for the second word . Recall that all relevant entries in TABLE 2
are checked using the pointer  NXTPTR2 . If i t  is not there , the f i r s t  word
may be a s ing le word keyword . If  the  second word is in TABLE 2 , and t he r e
is no third word (if THRPTR is null), then the frequency count is accessed
for this two—word compound keyword. If there is a third word , the next
b u f f e r  word is checked , and if  it ma tches  a t h i rd  word fo r  t h i s  pa i r , t h i s
d e f i n e s  a three—word  compound keyword .  Reca l l  t h a t  several e n t r i e s  may
have to be checked in TABLE 3 u s i n g  NXTPTR3 . If the re  is no match , back up
to TABLE 2,for the matched two words may s t i l l  be a two—word compound keyword .
If so, access the frequency table for it. If this fails , we back up to
TABLE 1 and process it as a sing le word.

An example of the c o n s t r u c t i o n  of these three tables might clarify this
complicated situation . Suppose we read the following seven compound keywords:

1) Al L2
2)  Bl G2
3) Bl G2 H3
4)  Bl G2 J3
5) Bi K2 Y3
6) BI M2
7) Cl  D2 X3

Figure 8.2 shows the construction of the three- tables. A few words might
be said about the size of t inese  t a b l e s .  TABLE 3 has s ize equa l  to t he  number
of three—word compound keywords. Tine size of TABLE 1 is the number of
uniQue first words , and the size of TABLE 2 must e q u a l  the number of
first word—second word pairs.
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WORD 1 TWOPTR

1 Al 1

2 BI 2

3 Cl 5

TABLE 1

WORD 2 THRPTR TBLPTR2 NXTPTR2

1 L2 0 1 0

2 G2 
~~l 2

K2 3 0

4 M2 0 6 0

5 D2 4 0 0
_ _ _ _ _ _  _ _ _ _ _  _ _ _ _ _ _  L _ _ _ _ _ _

TABLE 2

WORD 3 TBLPTR3 NXTPTR3

H3 1

2 J3 4

3 Y3 5 0

4 X3 7 
- 

0

TABLE 3

FIGURE 8.2 Compound Keyword Tables — an Examp le-
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The first compound keyword Al L2 is entered into TABLE 1 and TABLE 2
respec t ivel y, with THRPTR and NXTPTR2 set to zero for the latter. The same
occurs for 81 G2. Note when Bl G2 H3 is read , th is calls fo r  THRPTR fo r  G2
in TABLE 2 to change , and an entry H3 is made in TABLE 3. From this point it
shou ld be fa irl y clear how the other entries are made or modified in the
tables. The pointers TBLPTR2 and TBLPTR3 which point to the frequency table
data are listed for clarity in the order in which the entries were made.
Actually another pass is made through the tables to reset these pointers.

This example clearl y shows the pr i ce in compl ex ity wh ich has been paid
for the desired flexibility using compound keywords.
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CHAPTER 9

CLASSIFICATION OF DOCUMENTS OF VARYING SUBJECT

9 .1  Documents Which Change Subjec t

One type of document which may cause problems for the sequential
classification algorithm is one in whicin the s u b j e c t  changes in the course
of the document. Intelligence Report (IR) documents are potentially
documents of this type , where a subreport on different technical subjects may
be included within the same report. If the sequential classification algorithm
is applied to this type of document , usually only the first subject area
treated within the report will be detected , and this assumes the first subject
will be discussed long enough to define suffic ient keywords to be detected .
If the subject area changes too rapidl y, then no classification decision can
be made , and the document would be declared unclassifiable.

Intelligence reports are identified by document accession codes , so
that it was proposed that a different classification mode of classification
could be used on this type of document. It is unfortunate that subject
area changes do not always occur at new paragraph boundaries , so th at there
do not exist syntactic clues which can reliabl y predict where these changes
occur.

In the next section , a technique is described which is proposed for
cla ssif ying documents which change subjects.

9 .2  ~~y~sian Distance Classifier

Consider m c lasses C1, C 2 ,  .. .C into which an incoming document  ma x’ be
c l a s s i f i e d . At a g iven m s tage of the  sequent ia l  process
suppose we have read n keywords W1, W2, ..., W , and that we represent the
effect of all these keywords by a single variable y. Then
the a posteriori probability of a given class after observation y has been made
can be represented as follows :

P ( C I y )  [( C
1

/ y ) ,  “ m~~
’
~~~~

This will be called the Bayesian probability v e c t e e r .

The Bayesian distance on the  p r o b a b i l i t y  spad e- of a set  of c l a s s e s  a f t e r
an observation y, denoted by D

8
(y ) , is r e p r e s e n t  ccl by a m a g n i t u d e  and a

direction , i.e. , D
11

(y )  = [Mag, l)irj , where- Mcn g is equa l t e e  t l n e  square d
Euc I id ian norm of t h i -  B ,nve -s ian proh;nh i i  i t  v Vc ’C t o r  and Dir is tIne index
of t h e  c l ass  h a v i n g  t h e  h i g h e s t  a ; e e e s t e r i o r i  p r e e i ) ah i  l i t  v a f t e r  observa t  i on  V

hi) 

----- - -
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2 
-Mag ~. [P(C ~ /y)] , (9 1)

k= 1

and Dir = I such that

P(C . I y)  = Max [P(C
k/ y ) ] , k = 1 to m. ( 9—2)

k

It has been found that this Bayesian distance measure is a very sensitive
indicator of a keyword which is not indicative of the primary class of the
document. As several good keywords have been read , the Bayesian distance
magnitude is found to increase monotonicall y ,  with the direction remainiag
constant , and indicating the correct primary class. Then when a spurious
or “noisy” keyword is read , it is found that the Bayesian distance is very
sensitive to this keyword , and either there is a precipit eeus drop in the
magnitude of this measure when this keyword is included , or else the direction
will switch to an entirely new class.

In the subsequent discussion , the class most indicated by a keyword , i.e.,
Its largest a priori probability, will be denoted as its index for brevity.
For example , for  a given keyword W~ , with m = 5 classes , suppose the a priori
probabilities for W

1 are given as

[P(W .IC .)] = [0.1, 0, 0.5, 0.3, 0.1].

Then the index of keyword W . is 3.

Other properties of this distance measure are reported in references
[7.11], but the most important property is that the Bayesian distance is a
ve ry  s ens i t i ve  measure  of the  s u b j e c t  c o n t e n t  of the  document .

A Bayesian d i s t ance  c l a s s i f i e r  has be-en developed which utilizes this
Bayes ian  d i s t a n c e  measure for  document  c l a s s i f i c a t i o n. It proceeds d i f f e r e n t l y
from the sequential al gorithm , in that it chooses the  most a p p r o p r i a t e  classes
based upon a Bayes distance ana l ysis of tine keywords read , rather than
eliminating inappropriate classes and finally selecting the correct classes ,
as in case of tine sequential algorithm . The Bayesian distance classifier is
less susceptible to spurious keywords in the beg inning of a document than is
the sequential algorithm , but the Bayesian distance classifier was rejected
for overall classification of the CIRC 11 documents because tine sequential
al g o r i t h m  is mucin more efficient , and the latter Inas met very severe
efficiency and processing requirements .

The Bayes ian  d i s t , n n - e  c l a s s i f i e r  pr oi -eeds as follows :

1) t h r e e  keywords  are re- nd f r o m  t ine  d e e c u m e n t  to be c l c n s s i f i e - d ; t ine
strongest class is tentativel y identified , and a ll tine keywo rds of t h a t  index
a r e  saved and their Bayes ian  d i s t a m n e ’e c a l c u l , n t e d  ; t h e  c e t i n e r  keywords  are - s e t
aside for possib le later use;
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2) subsequently one keyword is read at  a time ; if the index is the same
as the direction of the current Bayesian distance , it is retained , otherwise
it is set aside;

3) this is continued until either classification conditions are satisfied ,
f i f t e e n  keywords are read , or else tine end of the document is reached; in order
to classif y the document as the  direction of the current Bayesian dis tance ,
the classification conditions are :

I) at least 3 keywords have been identified with that index , and these
have a Bayesian distance magnitude of at least 0.75; and

ii) either at least 6 keywords are in the selected set or tine magnitude
exceeds 0.9;

4) if e i ther  f i f t e e n  keywords are read , or tine end of the document has
been reached , and also no primary class has yet been assigned to the document ,
then the pr imary c r i t e r i a  are relaxed , and the  most s t r i n g e n t  magni tude
cr i ter ion  reduced to 0 . 7 ;  e i the r  a pr imary  class is thus selected , or the
document is deemed unclassifiable;

5) there is a provision for examining tine rejected keywords if a
primary class cannot be found ; th is  consists  of essentially switching the
two sets of keywords;

6) after a primary class is chosen , this class a priori probability is
set to zero , which may allow other classes to be selected , as the effect of
the primary class is thus essentially eliminated;

7) addi t ional  pr imary classes are obtained by reading keywords initiall y
set aside , and then additional keywords read from the document ;

8) after as many primary classes are chosen as possible , and all
fifteen keywords have been read , selection of secondary classes is made;
all the keywords are searched for additional classes which satisfy more
liberal selection criteria .

9.3 Compound Documents

Al though it was proposed that the Bayesian distance classifier be used
fo r  I n t e l l igence Repor t s , a sufficient sample of unclassified Intelli gence
Repor t s  was not a v a i l a b l e .  Thus two sets  of compound documen t s  were
produced from ‘rest Sets #2 and #5 d e f i n e d  in Cinap ’ er 4 by c o n c a t e n a t i n g
three doc uments together ns a single compound doc u m e n t .  Each set consisted
of 33 compound d o c u m e u n t s .  These d o c u m e n t s  are-  t h u s  known to c h a n g e  s u b j e c t
t w i i - c , and were used to ev~,l n a t e  the- p roposed  a p p r o a c h  f o r  a n aly z  log d o c u m e n t s
which change subject c e e i n t e n t .  It sino ti ld be emphasize-el that these were - U 1)C
r e l a t e d  d o c u m e n t s , and the  c l a s s e s  t o  be ass igned we’re the 110 UD C c I ,n s s e - s
utilized i n  the studies reported in Chapter ~~ 
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9.4 Experiments with Compound Documents

In order to apply the Bayesian distance concept to the problem of
classify ing compound documents , some clnarnges were made in the method . The
central search was for a primary class; when it was found , the classification
process was reinitialized . Only when a primary class could not be detected
within tine fifteen keywords read (or the end of the document is encountered )
is the secondary classification approach utilized . Thus the document is
divided into natural blocks of text , consisting of blocks containing enough
keywords to definitely yield a primary class . The same primary class may be
ob ta ined an y number of times , but a new primary class should be chosen when
the subject changes. Note that for this approach to make sense , the compound —

document , or any document to be analyzed for a change of subject , should
be longer than most CIRC II documents. This appears to be a reasonable
assumption.

Table 9.1 shows the results of experin nts with this approach on
compound document sets //2 and / 1 5 .  For every document , at least one assi gned
class was correct , so this data is not report- l in any of the results. Note
that the % correct classes criterion could bear considerable improvement.
The improvement can clearly be made by decreasing the number of incorrect
classes by app ly ing a more stringent criterion for a primary or secondary class
to be accepted . Another reason for the poor performance was that documents
associated with the general UDC classes were in dominance , and many of the
classes judged to be incorrect were these general classes.

COMPOUND NUMBER OF NUMBER OF
DOCUMENT CORRECT IN CO RRECr CORRECT

SET CLASSES CLASSES CLASSES

Test 1~2 141 100 60%
(33 Documents)

Text #5 132 115 52%
(33 Documents)

TA!~LE 9 .1  Compound Document Experiment ——
Choosing a Primary Class When Found

A u n c e t  n c r  e x p e r i m e n t  was c o n d uc t e d  on tine compound dce cuments  whic h u t i l i z e d
t h e  in! ee r~’i,nt ion t h a t  a p r i m ar \ -  c l a s s  h i d  been se lec ted  previous ly .  For f i n a l
s e l e c t i o n  as a ci - i s s , that e’ I d S S  must  have  s a t i s f i e d  the  c r i t e r i a  a t
least  t w i - e .  Tine r e - s u i t s  of t l n i s  e x p e r i r i e - nt  are sinown in T a b l e  9.2, and
ire most encouraging.

Ic  I
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COMPOUND NUMBER OF NUMBER OF %
DOCtfl-~~NT CORRECT INCORRECT CORRECT

SET CLASSES CLASSES CLASSES

Test #2 78 17 82%
(33 Documen ts)

Test #5 81 21 79%
(33 Documents)

TABLE 9.2 Compound Document Experiment ——
Requiring a Class to Satisfy the
Criteria Twice

9.5 Conclusions

Because no actual Intelligence Report documents were available on whicin
to test this software , these experiments were terminated , even though several
other Ideas for further improvement were not yet explored . Since the number
of incorrect classes had been decreased to an acceptable level by requiring
that a class pass the criteria multiple times , the next approach would he to
increase the number of correct classes without appreciabl y increasing tine
number of incorrect classes.

The multi plicity of a class passing the criteria is a good approach , hut
needs to be investigated more systematically. How many t imes should this
occur , and upon what factors will this depend for best performance?

It is known that there are sections of reports where no real subje’ct
is discussed. The Bayesian distance should be able to de t ec t  th i s , and not
attempt to choose any class during this portion of the document. This
brings to mind the concept of a “moving window” of keywords , where if fle e
real progress  is d e t e c t e d  at the  f r o n t  end of the document , then keywc r~ s
can be dropped off the other end .

This same idea of a “moving window ” could be app l i ed  more g e n e r a l  v e ve - in
for portions of the document where classification decisions can be made.
It is u n l i k e l y  t ha t  if  the  sub jec t  is apt  to change t h n t  keywords  read some
time ago will still he useful in determining a class for the p e e r t i c e i n  01  t i ne
document  presen t ly being read . Tine “moving w i n d e e w ” mi ght  he a p p l i e d  t e -  dr op
out such words from memory.

The t e c h n i q u e s  d e s c r i b e d  in t h i s  c h a p t e r  were not  i mp l e m e n te d . If
Intel I igence Reports or eet h n e -r reports win ic -in t end o change S u l ) j e c t  pr~~’~ t O

be a problem fo r  t h e e - C IRC I I  c l i s s  i f i c a t  ion sy s t e m , t in i s  app r oac in sh ou l d
he considered f o r  i m p l e m e n t  it ion.
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CHAPTER 10

FINAL EXPERIMENTS WITH THE CIRC II CLASSES AND CONCLUSIONS

10.1 F inal Experime nts

A comprehensive set of documents sufficientl y representative of the entire
CIRC II Data Base was not available to thoroughly test the sequential
classification software and the final 98 CIRC II classes. Yet a good set of
keywords had to be selected , appropriate parameters chosen for the operation
of the sequential algorithm , and computer timing verifications made. For
these purposes , several sets of test documents were chosen . Two sets of
available CIRC II documents were selected for evaluation , consisting of
100 and 104 documents. These two sets shall be referred to as Test Sets #8
and #9 , respectively. Another set of 250 documents in IPIR format were used
as a final execution and timing test of the BAL software , wh ich will be
referenced as Test Set #10.

10.2 Keyword Selection

Keyword selection for the final software was based upon the studies made
in Section 3.4. The same notation will be used to describe keyword selection
criteria as defined at that point. In addition , let f ( W . I C .) denote the
frequency count for word W . in class C ., and TOTFREQ(C .) ~ the sum of these
C. counts over all keywords. Then for3word W . form the ratio

.1 1

R = 

f(W .IC .)
__— (10 1)ij TOTFREQ(C .)

for each class C. . Next normalize these ratios as
3

R . .
NR . . = . (10.2)

1,1

i=l

Tinen let (TOPk) represent the sum of largest k normalized ratios NR .. for
word W

i
. It is clear that TOTFREQ(C4) data must be available for t?l~ (TOPk)
keyword criteria . This will be obtained from a set of keywords

selected b y a set of simp ler  c r i t e r i a  winich w i l l  always conta in  the final
keyword set.

A l l  selection criteria began with the 52,761 distinct non—stop list
words identified by the KEYFINDER software . Tables 10.1 and 10.2 indicate
the keyword set criteria evaluated . The criteria in Table 10.1 involve only
simple keywords , where the objective is to exclude both low frequency words
and h igh frequency words ens discussed in Chap te r  3. Words whose total
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NUMBER SELECT iON WORDS
KW SET OF WORDS CRITERIA REMOVED 

—

KSET 1 5,129 F > 20 45,656

F/CT > 2 .5

(CT — cl — c2) 
> 4.5 1,707

KSET 2 4,431 F > 20 
~~~~~ 45,656

(F - Cl - 2C2) 
> ~ o(CT — Cl — C2) —

r F< 8o

and any one J TOP 5 > 20% 2,674
of thes e 

TOP 10 ~ 35%

LTOP 22 > 55%

KSET 3 4,178 F > 20 45,656

(F — Cl — 2C2 ) 
> ~ o(CT — Cl — C2) —

rF < 80

I T O P 5 > 3 0 %
and any one 

TOP 45% 2,927
of these —

LTOP 22 > 67%

TABLE 10.1 Keyword Set Selection for the 87 CIRC II Classes —

Without Compound Keywords , Frequency Table lncludes
l’s and 2’s
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NUMBER SELECTION
- - KW SET OF WORDS CRITERIA

CSET 3 4178 Same as KSET 3 , but  CKW added ;
(Plus 924 CKW) Frequency Table Does Not Include

l ’s and 2’s

CSET 4 4003 Same as CSET 3 , But 178 Word Throw
(Plus 924 CKW) List Added ; Does Not Include l’s

- 

- 

and 2’s

ASET 4 4003 Same as CSET 4, But Frequency
(Plus 924 CKW) Table Includes l’s and 2 ’ s

ASET 5 4145 Same as KSET 3, Reduced CKW Set ,
(Plus 467 CKW) 425 Word Throw List , 384 Word

Keep List , Includes l ’s and 2’s

ASET 6 4145 Same as ASET 5 , But Normalized
(Plus 467 CKW)

TABLE 10.2 Keyword Set Selection for the 87 CIRC II Classes —

Including Compound Keywords
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frequency counts are less than 20 are  d i s c a r d e d  as t hey  did not occur
sufficiently often in the samp le- documents to ind icate t h e i r  u s e f u l n e s s  ens
keywords. A number of criteria to re j ect hi gin frequency words were- studied ,
but tine most effective were of the t y p e  ‘101’ k > c on s t a n t .  I t  was known f r o m  ci
storage point of view that only about 4,000 simple keywords could be steered
and processed by the s e q u e n t i a l  c l a s s i f i c a t i o n  s o f t w a r e , so a m o n ot o L n i c
decrease in the number of keywords is ae’Inieved in KSET 1, KSEI’ 2, and KSET 3.
More importantl y, the criteria were operating in such a way to reject words
with high frequency unsuitable for keywords. KSET 3 represents the best
automatic keyword s&ection criterion studied.

Table 10.2 shows how a number of additional keyword sets can be
produced from KSET 3, especiall y by adding compound k e y w o r d s .  CSET 3 ,
for example , is formed by j u s t  t ak ing  the  un ion  of KSET 3 and the 92 4 compound
keywords initially input to KEYFINDER. CSET 4 is formed from CSET 3 by
deleting words from a 178 word throw list. This throw list was formed by
not ing high frequency words which are not appropriate keywords , but could not
be rejected by any automatic criteria. In the classification experiments
reported in the next section , it was found that the way the frequenc- y tables
were stored could cause certain problems . Specifically, in order to save
stoage , f r equency  counts  of ones and twos had been deleted when compound
keywords had been added in CSET 3 and CSET 4 .  When these c o u n t s  were
restored for all keywords , the overall set had impnoved classi f i c a t i on - :

properties , and this was de)ne for sets ASET 4, ASET 5 , and ASE’F 6.

A s tudy  was made of t ine  compound keywords , and those  compound  keywords
d e l e t e d  which  had zero or v e r y  low f r e q u e n cy  c o u n t s .  Some were retained with
low f r e q u e n c y  counts if they  were  deemed s u f f i e c i e n t l y i m p o r t a n t  fo r  c e r t a i n  - - -

c lasses , or were a s soc ia ted  w i t h  c lasses  not  ve t  d e f i n e d . In t in i s  process ,
the  number  of compound keywords  was reduced f rom 924 i n i t i a l l y  to a f i n a l  c o u n t  —

of 467 .  In addi t ion fo r  A SET 5 , the  throw l i s t  and k e e p  l i s t  was ex pa n ded
to yie ld  a f i na l  count  of 4 145 s imple ’ keywords  and 467 compound keywords .
S e t  AS ET 6 is the  same as ASET 5 , excep t  r ine -  n o r m a l i z at i o n  process  dc -sc r ibe -e l
in Sec t ion 7.3 has been app lied.

lii the next sec t I i - u , class i f  i c ;n t i o n  e x p e r i m e n t s  a r e  conducted ce n ‘ l e s t
Sets  c8 and sy u s ing  ~he ’c e  keyword sets.

10 . 1 i:~~de~at ie~n of C IRC I I  C i a s s i f i c a t ie m

Tht ke’vweerd s e t S  de ’fj i i e d  in Tables  10 .1  and 10.2 were eva l u e n t e d  b y
- i / i e i ~~ t h e - ~”, t e e  c l a s s i t  v document  lest S e t ;  ~ S cud #~~

) . S iuce- th e se- we - r e ’  in
i i t forma t , lie - v we-re pr oc essed by tIn e - P L / I  y c e t  t w a r e  vers  ion o - -

~ -

VY . ,ti i s -il c r o d e n e -ed mznx in i e j n i  o u t p u t , jO e - lud i n g  ke ’vw ’ ec rc l s  ex a m i n e d  f r o m
- imt cl t • se’ t i t  is  muc h infcermat l e e i n  as p o s s i b l e -  c-an be ga ined  ;n b e e u t

- q- rd - ,, - 1 nv - - t j-~;n t e e l  -

- 
- - - ~~~~ l i e  I e he’ r~- t ce eb  t o  in  a i i  no I ke  - \ ‘ W C C  n d  Se.- t w i t  h i super jeer

pt t I t - s . l ies te’;id • a t rend w i  I I be - i ind i c e n t e’d t e e  sln ew t i n n
- 1.I ’ i -  i s  ;i ch  i e v ; i l c  I c ’ , no d heew t i n  i s  c ’ ; n n b e -  c ie comp l i shied.
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FTD w i l l  Inave to c en n t i n u e  th ese’ keyword Set i m p r o v e m en t s  in o r d e r  to c n c h i i e - v c -
the  best poss ible  r e su l t s , bu t  t h i s  c ;nn onl y be done a f t e r  e l ev e n  more  c l a s s e s
are d e f i n e d  and a c o m p r e h e n s i v e  set  of t e s t  d o c u m e n t s  se lec ted  f o r  evaluation.
The experiments in Section 3.4 f o r  UDC c las ses  c l ea r l y i n di c - a tc d  t ha t  tine best
performance that can be achieved is about 80% of t ine  c lasses  chosen c o r r e c t
and 90% of the  documents  assi gned at leas t  one c o r r e c t  c lass .  A n u m b e r  of
t r ade  o f f s  are encoun te red  w i n ic in  p r even t  much b e t t e r  a c c u r a c y  t inan t h i s  f r i e m
being achnieved. For exam ple , if one tries to obtain at le-ast one correct
class for nearl y every classifiable doceinnein t , then tine % correct classes
c r i t e r i o n  w i l l  a lmost  c e r t a i n ly s u f f e r , and decrease ’ . A lso , more keywords
w i l l  have to be read to a c h i e v e  improved  e ’l a s s i f i c a t i o n  a c c u r a c y ,  u n t i l  t h e
e n t i r e  document  has to be read , and t inis  w i l l  r e q u i r e  increased p r o c e s s i n g
t ime . Arnotlner trade off is tlnat more and more specific keywords will have to
added to achieve this increase in performance , adding an unacceptable
increase in core s torage , or add an unaccep tab le  process ing t ime increase  to
access keyword data inn pe r i p lne ral s to rage .  The expe r imen t s  c o n d u c t e d  in t h is
stud y will illustrate some of these trade of fs.

Table 10.3 summarizes the results of these experiments. Notice that the
classification performance is better witln ‘lest Set #9 than Test Set ?~8.
Tinis is because Test Set //8 contains several report documents w h i c h  a r e
more d i f f i c u l t  to c l a s s i f y than s t r i c t l y  t e c h n i c a l  a b s t r a c t s  d e a l i n g  w i t h
one s p e c i f i c  technica l  a rea .

KSET 3 utilizes only 4,178 simp le keywords , w h e r e en s  a l l  o t h e r  keyword
sets  in TABLE 10.3 also con ta ins  compound k e y w o r d s .  N o t i c e  how the  h e e ’r f o r m a n c e
deteriorates with keyword set CSET 3. This  is partiall y due t o t in e f a c t  t hat
l ’ s and 2 ’ s have been de l e t ed  from the frequency t a b l e  fer CSET 3. Alsue
b o t h  KSET 3 and CSET 3 c o n t a i n  i n a p p r o p ri - i t e -  h i gh f r e q u e n c y keywo rds no t
rejected by tin e automatic keyword criteria. This leads to somewlnat i n n c e e u i s i s —
t e n t  r e s u l t s  when l ’ s and 2 ’ s have- been dropped from tine keyword tables , ;nnd
- ]a s s e s  are- d r o p p e d  too  r a p id ly .  in  c e r d e r  t o  c o r r e c t  t i n i s , t h e  d e t a u l  t

p a r a m e t e r  is increased to 5 x lO s . R e c a l l  t h a t  as 6 is i n c r ea s e d ,
c lasses  are  retained longe r and more ’ keywords  tend to  be read b e f o r e  a
c l a s s i  fication decision is made. As a r e s u l t  of the  c h e c e u n g e -  ~ f l eS , t h e r e -  is

a d r u ; ’ i a  t i c  i m p r o v e m e n t  f o r  bo th  ‘b’ e~~t Sets  #8 and py~

in CSET 4, 178 of the i n a p p r o p r i a t e  keywords  were man nu en l i v  removed by
p la c ing t hem on tine throw list , and CSET 4 now - eons i sts of only 4003 simple
k eyw o r d s  p-I e n s  Y24 c o m p o u n d  k e y w o r d s .  ‘lob e 10. 1 shows that when CSET 4 was
c i s c - c l with ~S = x I 0~ ~~ , t lie c l a s s  i f  i c ,  t i on resel l t s n g ; i  i n  i m p r o v e d  d rar ,ia t ica I l v
le e r b o t i n  Test S e t s  ü 8 and The- i m p r o v e m en t  is in  b o t h  t I n e  % e’ I ;nsse s
c e e r r t - c t  and document ae’e- i r ; i c -v  er it ‘F~~O.  Howe v e r , - i  pr l e d ’  h i s  beenn paid l ee r
t h i s  i m p r o v e me n t  , f o r  w i t h  i decreases t kevwc crd  s e t  , now s c e n i c - d c ec ume u n t  s no
I c uige-n - e d i n t e n i n  :n su f f i c i e n t  n n u m b e r  e e l  k e ywords , and ir e  i e i e n n t i f i e c l  as b e i n g
uj a c l a s s i f i t h l c -  ( h N C L )  5 [ O e e’ t i n e - v con ta  inn fe-we r t h a n n  ‘F = 6 k~’v w n ~ l s .  Wh o m
nine l ;ns sif ied docome-nt s - ire- re-porte - cl ns inn t h e l  s c a se , i t  sl ie e ul d l e e  d e s e rv e - cl

t h i c i t  t ine ’  l e - i u u : i e - u t  i e ! i r ac\ ’  -r it or i o n  n e - p e r t  s t ine - po r e - c - t n t Ce all doe ’n m o n n t s
which mo ve it  I c- n - c t  e f l e  ; n s s i - p n e ’ d  c I  ,i ss  e e r i e  c t  . I I ’ t h e ’ n n o n u i h e ’r CCI  one h iss i - —
I i a hl e  d o cunnu er n t S W e ’ re  r e ’me c v e - e i  r e em c- e e n s  i d~’r it l o ne • t h u  p o r e - c u l t  , i g e - s i n n  l’ah te -
1 ( 1 . 3  l e e r  dr e e - ume ’n t  - n c - u i r i cv  wici n i d  he c -ve i n b n i g l i e - n .  I t  m i g h t  o h  so lu u t

~ 
c)
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NUMBER OF NUMBER OF %
KW SET DOC . CORRECT INCORRECT CORRECT DOCUMENT

T ,5 SET CLASSES CLASSES CLASSES ACCURACY

KSET 3 #8 85 72 54% 68%
6 

6 
#9 99 55 64% 80%

SxlO

CSET 3 #8 70 78 47% 61%
6 

6 
#9 86 57 60% 70%

5xlO

CSET 3 #8 81 67 55% 69%
6 #9 100 60 63% 81%

5x10

CSET 4 #8 88 62 59X. (2 UNCL)
a
73%

6 #9 102 49 68% (7 UNCL) 80%
5xlO

ASET 4 #8 94 52 ( e 4 /  (1 UNCL) 74~/
6 

6 
#9 102 46 69% (7 UNCL) 79~

5xlO

ASET 5 /18 98 e2 l i l A  7 7 A
/19 101 45 h Y A  (6 I -Nd ,) 78%

— 5xlO

ASET 5 #8 106 57 te5 (1 lNcL ) 83A
5 #9 110 47 70A (7 UNCL) 84A

5xlO

ASET 6 #8 107 56 66% ( 1 I I N C L )  S4~:(
(Normalized) #9 109 41 73% (7 UNCL) 84%
5

55x10

aUNCL Means Document is Unclassifiable

TABLE 10.3 Classification Results for the 87 CIRC II Classes
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tinat the reason why 5 was cinosen at ann increased level is tee tend tee c e e u m n l e - r n e - t
tine fact that l’s and 2 ’ s are still deleted from the k~-v w ord  f r e q u e n c y  t . c h l  c-

ASET 4 reinstates t h e l ’s and 2’s in the frequency table and is
decreased correspondingly for the exper iment. lnnpr ove-d c I n s j t I c - n t  ion is
achieved , especiall y for Test Set #8, where improvement is reeui Iv n e e d e d .
Only marg ina l imp rovement is observed in Test Set #9.

In the next experiments withn ASET 5 , en number c f  e h inge- s were i nnp l eme n t ed .
lf more time had been available , a more e- :nr e fut l and systematic set of experi—
ments would have been conducted to cinange only onne variabl e- or parameter at
a time . First , the compound keyword frequencies were studied , and a decisio nn
was made to delete about half of them , ens their frequencies were far too low .
A set of 467 compound keywords were retaitned -4hicin either possessed respec-
table frequency counts , were deemed essential for certain classes with few
s p e c i f i c  keywords , or corresponded to c l a s ses  fo r  w i n i c l n  no d e f i n  irn g d o c u m e n t s
had yet been analyzed by KEYFINDER. The second major cinange was that the’
throw list was increased to 425 words in order to eliminate inappropriate
hi gh frequency words , and 384 words were added to the j~ 

list wh ich had
previously been rejected by the automatic keyweerd cri t eri ;n . A third change
was to reduce the minimum nunnber of keywords required t e e classi fy a dceccnnu- nt
to T = 5, in order to reduce the nunnber of documents de c lared unclassifiable.
Experiments were conducted for these conditions wit hn ASET 5 using = 5 x I0~~
and 5 x 10~~ . For tine smaller default value , tine-re is at most u n i v  a
marg inal improvement for all these cinanges , but tine larger defau lt value
yields a greater benefit of these modifications , as hee t l n Test Sets it8 m e l  et 9

improve  cons ide rab ly  in both  % classes c o r r e c t and docu n nern t a c c u r a c y .
N ce t i ce , however , t ha t  no real chainge has occurred in the number of
unclassifiable documents — — t h e y  s t i l l  c o n t a i n  too few keywords.

A final experiment was made- with keyword se- I ASET 5 n n o r m a l i z e d  as
described in Section 7.3 , and t h i s  is termed ASET 6. W i t h  an i n c re a s e d
d e f a u l t  pa ramete r  6 , t lne re  is a n e e t i n e r  sma l l  im p r o v e m e n t  in b ot i n  Tes t  Se ts
~~ and ~9.

These ’ c l a s s i f i c a t i o n  r e s u l t s  are s t i l l  no t  opt  ima l , but this set of
experiments have shown that sustained improveme-nnt in c-1 ,nssificat ion accuracy
can  be achieved by keyword select ion tec hun n i qucs , and these a c c u r a cy  f i g in res
ar e  d ef  in i t c lv  a p p r o a c h n i m n g  t h e- 80/ c o r r e c t  c l a s s e s  and c u v e r  9(1’ d o c n n n i e n t

~i e c c i r , i c v  o b j e c t i v e s .  Fcer  example ’ , f o r  l e s t  S e t  ) , i t  t i n e  se-ve in u m n c l i s s i  f i —
ab I e documents were removed I’rom this 104 d c e c u n m e n n t  se t  , and e e n n  I y i neon’ r e - c t  I V
classified documents targeted , cm modified d ee ci n n ne-n n t ; n c c - u u m ; n e -v  f i g u r e-  e e l  < l I l A

Inas a l r e ady  been a c h i e v e d .

These class i F icat ion resin its e cn n be i m p n ’ e e \ - e e l  h e y

I )  b e t t e r  s c n n u l d l c - d e e c u m & - n u t s  s e l e c t e d  t e e  d e f i n e ’ t I l e -  98 e I ; n i - c s c s ;
_
~
) b e t t e r  f r e q e i e - u n e -y  e d e l H I S le e r  c c c u ; i ; e e c o u n d  k c ’’ :’~’e e r d s ;

3) optima l S e l e e  ion  e e l  keyword5 t lcn ’eeu e p l i  use - cu t t h e -  automat Ic

k e y w e r d  s c - I c - c t  i on  c- r i N -ri o • : n m n d  d c - t i n  i t l i e n  e e l  t lie t b i n c e w  I 1 s t
and l i s t

7 1 
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4) o p t i m a l  s e l ec t ion  of c l a s s i f ie -a t  ion p a r a m e t e r s  T , R , a , and 6 - ;
T and 6 seenn most  e f f e c t i v e -  fo r  t i n i s  pu rpos e - .

10.4 Tinning Measures fo r  CIRC II C l a s s i f i c a t i o n
I- i

j  An effort was made to obtain t i m i n g  and speed of proc essing information
for the PL/I classification runs conducted in tine experiments described in
Section 10.3. TIne problem is that all that was a v a i l a b l e -  was the  CO—STEP

- 4 time , which includes CPU processing time , hut may inc lude-  o t iner  sys tem t ime ,
e . g . ,  WAIT—STATE t imes for  the o p e r a t i n g  sys tem , I/O b u f f e r  t imes , e t c .  A
further problem is that only about 100 documents were c l a s s i f i e d , and yet  a
lot of in i t i al preprocessing steps had to be accomp lished in order to set
up the run. Another fact to consider is that a lot of output was printed for
diagnosis in the PL/I version of CLASSIFY which is not done at all with the
BAL vers ion , and th i s  requires  add i t i ona l  t i m e . Thus the  times reported
m ere will be an upper bound on the actual classification t imes required.
Indeed the absolute  t imes are not  as i n f o r m a t i v e  as are the ch anges in times
as various parameters are modif ied and different keyword sets utilized .

Table 10.4 shows tine r u n n i n g  t imes  for  the same experiments as re’ pe e r t e d

in Table 10.3. The GO—STEP t i/ne is given in seconds fo r  IBM 370/168
computer , and a figure of docn .iments/scc processed on this computer in PL/1
at The Ohio S ta te  U n i v e r s i t y  in s t r u c t i o n  and Research Computer  Cen te r  f a c i l i t y .
Comparing the two tables and ’starting with the CSET 3 exper iment , one can
generally see that improved accuracy is achieved through the experiment on
ASET 6 wi th  an increase  in p r o c e s s i n g  t ime . This  i l l u s t r a t e s  one of the
t rade  o f f s  ment ioned  in t in y  l a s t  s ec t ion , i. e. , if g rea te r  accuracy  in
classification is desired~’ greater processing t ime will almost always be
required to achieve it. 7th tine next section the processing times reported
in Table 10.4 will be related to the IBM 360/65 computer at the FTD f a c i l i ty .

In compar ing  tine KSET 3 e x p e r i m e n t  to o t h e r  da ta  in Table 10.4 , recall
t ha t  l’ s and 2 ’ s were s to red  in t he  f r e q u e n c y  t a h l c  fo r  t i n i s  keyword set ,
b i t t  not  for  CSET 3 and CSET 4. I t  is  primar i l y i h n i s  effect which is seen in
the  decrease in p rocess ing  t ime f rom KSET 3 tee  CSET 3 , and thus  nn asks t h e -

e f f e c t  of the  i n c l u s i o n  of compound kc’vwords. The bes t  c o m p a r i s o n  can be
made between KSET 3 and ASET 4 , where i t  can  he seen t ina t  t he  compound keywor ds
and t ln row l i s t  have improved p e r f o r m a n c e  ap p r e - c i ab l y bu t  Tab le  10.4 slnows no
significant increase in processing t ime . TIn e  effect ol  t i n e  d e f e n u l t  S
p a r en m e t e r  can c l ea r l y he observed in t ine two U SE T 3 runs and two ASET S
exper  im e n t s .  Tine p e r f o r m a n c e  inmnproved s i gn i i i  l i l t  Iv in both e - c n s e - s , hi nt cost

a p p r o x i m a t e l y a I O Z  in e -r ease  in pi’ c e e - e -ss  i ng t ime . i t  may he t i n - a l  I v  n o t e d
t h a t  when n o r m a l i z a t i o n  of t h e  k e v w c c r d s  was imposed in A S I , I  6 , c l i i - per f i e r r n c n n n c e -
improved and t ine  pre n - e s s i n g  t inc d e c r e a sed  sI i g l i t  l y ,  t hnus  i i i  c i s t  r at  ing
t t n a t  improved c lass  i l i c - e m  t i ceo does not  c i l  w ay s  r e - q u m  i r e  i in’ rc - ,nsed proc ess I ng 

. -

time .
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DOCUMENT
DOCUMENT GO-STEP PROCESSED

KW SET T , 6 SET TIME (SEC) 
- 

PER SECOND

KSET 3 6 6 #8 (100 doc)  21.69 4.61
SxlO #9 (104 doc ) 21.83 4 . 7 6

CSET 3 6 #8 16.26 6.15
5x10 6 #9 16.37 6.35

CSET 3 6 #8 18.13 5.52
5x10 /19 18.25 5.70

CSET 4 6 #8 17.78 5 .62
5xlO 1/9 17.53 5.93

ASET 4 6 
6 #8 22.90 4.37

5x10 #9 21.83 4 . 7 6

ASET ~ 6 
#8 20.33 4.92

SxlO #9 19.73 5 .2 7

ASET 5 5 #8 22.55 4.43
SxlO #9 22.19 4.69

ASET 6 5 #8 21.93 4.56
5xlO //9 21.56 4.82

TABLE 10.4 C l a s s i f i c a t i o n  Timings  fo r  t h e  87 CIRC II Classes ,
IBM 370/168 Computer

4 10.5 BAL Version of CLASSIFY for Docunuients in IPIR Format

The basic assembly language (BAL) vers ion  of CLASSIFY was run on the
250 Test Set #10 I P I R  f o r m a t t e d  documents  us ing  keyword set ASET 6. A
summary  of t h i s  f i n a l  t e s t i n g  run is g i v e n  inn Table 10.5 Test Set #10
contains 171 documents without text and is not very appropriate for a final
evaluation . Nevertheless the accuracy fi gures of 71% correct classes and
787 document accuracy are comparable to the  results reported in Table 10.3 ,
h u t  i t  is clear tinat unclassifiable documents have had to be excluded in
both these fi gures.

The time required to process the 250 documents was 2.98 seconds ,
fo r  83.9 doe u m e n t s / s e c  . Al tinough this inc ludes svs t em Sc ’ N ip and p rep rocess ing
t inc , it Is probably too e e p t  in is t Ic , e ns  f a r  t no many o f t i n e  d o c u m e n t  s ma d no
t e x t .  For examp le , c o m p a r i n g  ti n i s  tee t h e  e ’x l e e r i i u i e ’ n n t  in T a b l e -  10.4 w o u l d
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NUMBER OF NUMBER OF %
I)OCUI lENT CORRECT INCORRECT CORRECT

KW SET T , 6 SET - - CLASSES - - CLASSES CLASSES 
-

ASET 6 5 #10 77 31 71%
(Normalized) 5x10 (250 doc)

OTHER
DOCUMENTS DOCUMENTS DOCUMENTS DOCUMENTS DOCUMENT
CORRECT INCORRECT WITH NO TEXT NOT CLASSIFIED ACCURACY

58 16 171 4 78%

DOCUMENTS
PROCESSED CORE STORAGE

TIME (SEc) PER SECOND REQUIRED (BYTES)

2.98 83.9 502 K
(for 250 doc)

TABLE 10.5 Classification Results for BAL CLASSIFY on
250 Documents  for  87 CIRC I I  Classes on the

IBM 370/168 Computer

indicate that the BAL program is about 17 times faster than the PL/I software.
This is a larger ratio tinan our past experience would justif y, but does
indicate how much faster the BAL version of CLASSIFY runs than  the P L/ I
so f tware . The IBM 360/65 computer  at the FTD f a c i l i t y  has been shown on a
number of occasions to execute BAL code about three t imes slower than the
IBM 370/168 computer at Ohio State  U n i v e r s i t y .  Thus the experiment in
Table 10.5 would be expected to run at the FTD facility at the  r a t e  of abou t
28 d o c u m e n t s/ s e c .  Previous  exper i m ents  a t  the  FTD f a c i l i t y  for  the  BAL
CLASSIFY s o f t w a r e  have been executed  at about  24 documents / sec .

The core s to rage  r e q u i r e d  was 502 K b y t e -cs f o r  t he  BAL CLASSIFY s o f t w a r e
and keyword set ASET 6 w i t h  4145 simp le keywords  and 467 compound keywords .
If core storage were at a premium , this could be reduced i m m e d i a t e l y  by 30 K
by te s  by more efficientl y allocating space for t h e  keyword f r e q u e n cy  t a b le s .
F u r t h e r  r educ t ions  in s t o r age  c o u l d  be ae ’ e ’ on n p l i s ln e d  onl y by r e d u c t i o n s  in
e i t in e r  the  s imple or compound keywords .

10.6 Conclusions

Tine final experiments r e~port e- cl i n  this i’h icnp t c F  h u i v .,- s l now m n t h c , i t  t h e - ( I I  E (
I I  c l a s s i f i c a t i o n  s y s t e m  can a c h i e v e  h o t i n  e n e c c i r i t e - m d  r a p id I i ~~s j f i e ’ i t i ~~ni
of C IRC II d o c u m e n t s  . Al thoug h tine t l1i ’~~e’t I i  go r e -s e e l  80/ c orroc I e’ I i sscs and
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90% document accuracy  were not  o b t a i n e d , a c o n s i s t e n t  improvement  i i i  t h at
direction was achieved by s u c c e s s i v ely  b e t t e r  keyword se t s,  it is clear tInat
if tinis keyword selection process were cenntinued , the  accuracy  o b j e c t i v e s
could be obtained .

Eleven more CIRC II classes are required for the  c l a s s i f i c a t i o n  sys tem ,
and it is urged that the defining sample documents for these classes be
carefull y selected. As indicated in Chapter 5, the documents which presentl y
define the 87 CIRC II classes should be re—examined , and more documents added
to b e t t e r  d e f i n e  some of these c lasses .  Tinis should be a one—t ime  ope ra t ion ,
and so is wor th  a modest  i nves tmen t  of t ime . A c a r e f u l  s e lec t i o mn  of repre-
sen ta t ive  documents  at t h i s  point w i l l  y ield b e t t e r  keyword f r equenc i e s  over
classes for use in the classification system. A re—examination of the compound
keywords is needed . They appear  to d e f i n i t e l y  Improve classification
per fo rmance , but  an excessive number w i l l  cause bo t in  s torage and p rocess ing
time problems . After alt tine final sample documents and compound keywords
have been selected , it is recommended that the entire KEYFINDER software be
rerun to establish the best possible frequency data for both simple and
compound keywords.

A f t e r  these f ina l  keyword f r equency  da ta  <nrc  ob ta ined , the  onl y o ther
c l a s s i f i c a t i o n  system changes which  can a f f e c t  classification results are
keyword selection and final system parameters. The best keywords possible
should be selected using the throw list or 

~~~~ 
l is t , and pos sibl y even

modifying the automatic keyword criterion in the CONVERT software described
in Chapter 7.

The reasons for  tine recommended f i n a l  objective figures of 80% correct
classes and over 90% document accuracy cain be seen in the following trade
offs. Classification accuracy can possibly he further improved by the inn—
elus ion of more specific keywords , which perhaps occur quite infr e-que’nt]y.
However , th i s  may lead to an unaccep tab le  increase in core s to rage  or
document processing time , or both. Classification accuracy can possibly be
further improved by reading more keyword s in each document. This was
observed when the default parameter ~ was inc reased .  However , th n is may req u i r e
too much of the document  to be read , and again impose excessive document
process ing  t ime . An increase in the  pa rame te r  T can increase the  number of
keywords read before a decision is made , and t inus improve classificatie cum
a c c u r a c y .  But then an u n a c c e p t a b l e  number  of  d o c u m e n t s  may be dee- l eered
unclassifiable winich otherwise could usuall y be corree’tl y classified . Tine
s topp ing  c r i t e r i o n  could be m o d i f i e d ;  f o r  examp le , if  e n n l y  c lasses  w i t h  c c n n l i —
dence levels exceeding 0.9 were seleeted , tine experiments in Sectionn 6.4
showed improved accuracy  m i g h t  be o b t , n i n e d . But t h e n  a t  most one c la s s  w o u l d
be chosen f o r  catch document  c l a s s i f i e d , and  an u n a c m ’e p t c n h l  e ’ n u m h e r  ee l  do-u nnn e-nts

would be d e c l a r e d  u n c l a s s i f i a b l e - .

It is hoped t h a t  t h i s  CIRC I I  c ’ l , m s c - i f i c ; n t i e r n  sy s t e m  w i l l  b e- i m p i e -m ent e -el ,
and w i l l  serve e ns  , m v i a b l e  s e e l u t i o r n  t e e  t i ne -  ( I R C  11 l In t  n Bas e pr o b c-ins
identified in C h a p te r  1.
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APPENDIX A

COSATI CLASS FREQUENCIES

S t a t i s t i c s  were taken f rom documents  d isseminated January  — May 1976.

DOCUMENTS COSATIs

File A 4,744 6,297
File B 3,316 4,595
File C 134,580 166 ,897

TOTAL 142,670 177 ,789

COSATI FILE A FILE B FILE C TOTAL %
00 2 0 2 .00
01 7 2 13 2.75
02 1 3 .5 2.50
03 .5 1 .5 .75
04 1 1 .5 1.00
05 7 6 5 6 .50
06 15.5 18 .5 17.25
07 2 9 .5 8.50
08 2 7 .5 6.50
09 6 6 7 5.75
10 2 1 .5 1.00
11 3 7 .5 6.75
12 .5 3 .5 2 . 2 5
13 11 14 5 13 .50

-~~ 14 3 3 .5 3 .50
15 6 1 7 1.50 —

16 6 .5 22 1.25
17 9 2 19 2 . 7 5
18 3 1 3 1.25
19 5 .5 1 .75
20 4 10 1 9 .7 5
21 2 1 1 1.00
22 3 1 11 1 . 2 5

TOTAL CODES 4595  166,897 6297 177 ,789
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APPENDIX B

110 UDC CLASSES

UDC CODE ESTIMATED
CLASS DESCRIPTION RANGE OF DOCUMENTS

1 Generalities 0 0.71

2 Ph ilosophy , Psychology , Ethics , 1/2 0.32
Religion , Theology

3 Social Sciences , Economics 3 1.12

4 Science in General and 5 only 0.76
Mathematics (Excluding 50 only
Calculus & Probability) 51 only

510/516
518

5 Calculus 517 1.06

6 P r o b a b i l i t y  519 0 .60

7 Astronomy 52 only 0.57
520/524

8 Ear th , Survey ing,  Geol ogy , 525/529 0 .91
— 

Navigation , Chr onology

9 Physics arnd Mechanics 53 only 1.26
General Pr inc iples 530/531

10 Fluid Mechanics  532 0 . 7 1

11 Gas Mechanics  533 0 .54

12 Vibration and Acoustics 534 0.61

13 Optics and Light 535 1 .17

14 Heat and Thermodynamics 536 0.98

15 Electricity 537 i ) . 7 3

16 Magnetism 538 0.59

BI
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17 Physical Nature of ~1atter 539 only
539.0, 539.2/.9

together

18 Nuclear Physics 539.1 2.43

19 C h e m i s t r y  and Minerology 54 onl y ,  540

20 General Theoretical and Physical 541 only, 541.0
Chemistry ; General Chemistry 54l.3/.9

together

21 Physical Chemistry 541.1 3.20

22 Atomic  Theory ( i so topes )  541.2

23 Exper imenta l  Chemis t ry  542 0 .56

24 Anal y t i ca l  Chemis t ry  and 543/545 1.41
Quantitative Analysis

25 Inorganic  Chemis t ry  546 1.29

26 Organic  Chemis t ry  — 547 onl y
A c y c l i c  Compounds 54 7 . O / , 4

5 4 7 . 9  toge ther
Organic Chemistry — Natural 2 . 0 9
Substances  of unknown composi t ion

27 Organic Chemistry — Cyc l i c  5 4 7 . 5 / . 8
Compounds 

)

28 C r y s t a l l o g r a phy and 548/549 1.06
M i n e r o l o g y

29 Geology in General  55 onl y
550 onl y

Geochemis t ry , Geo b io l og~~, 5 5 0 . O / .2
A pp lied Geology 5 5 O . 4 / . 9

30 G e o p h y s i c s / ( e a r t h q u en k e s )  550 .3
551 only  t o g e t h e r

Fo rm , S t r u c t u r e ’ , Ori g in of 5 5 1 . O / .4  3.48
the  E a r t h , Ceod y n a m i c s  ( v o l c a n o e s )  j

Physical c;e’cegr;i p l i v  , Tcepograp lny

31 Me ’t e r o l eeg y and Cl ima m e e l c n g y  5 5 1 . 5 / . 6

32 H i s t e e r i e ’ ; i l  G e o l o g y ,  5 5 l . 7 / . 9
St r e n t  i g r a p in y  , Pal e-me g -og r ,m p luv Ste

F Pa I eon t o  I e e g ~ ’ , Foss i Is
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33 Petrology 552 0.39

34 Economic Geology , Ores, 553/559 0.65
Minerals , Deposits , Explorati on

35 Anthropology , Biology , 57 onl y 0.85
Archeology , Prehistoric Man 570/574

577/579
General Properties of Life

36 Gene tics , Development of 575/576 0.96
Organ isms , Evolution , Ori gin
of Life

37 Botany 58 1.19

38 Zoology 59 1.11

39 Med ical Sciences 61 only 0.87
Anatomy , Comparative Pathology 610/611

617
Surgery , Orthopaedics 619

Comparative Pathology ,
Veterinary Medic ine

40 Physiology 612 1.17

41 Health , Preventive Medicine , 613/614 0.95
Public Health and Safety

42 Toxicology , Pharmacology 615 1.35

43 Disease, Pathology, and Medicine 616 only
616.0

Diseases : Respiratory , Digestive, 616.2/ .7
Glands , Skin, Urology , Skeletal 618
System

Gynecology , Obstetrics together
3.76

44 C i r c u l a t o r y ,  Cardiovascular , 616.1
and Blood Disease

45 Neurology and Psychiatry 616.8

46 Infec tious, Communicable 616.9
Diseases
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47 Eng i n e e r i n g  and Technology 6 onl y 1 .42
G e n e r a l l y  60 o n l y

62 only
Genera l  H i s t o r y  of Genera l
Technology , I n v e n t i o n s  and Patents

48 M a t e r i a l s  ‘ test ing  620 only
6 2 0 .0/ .3  t oge the r

- 1.73
49 Power S t a t i o n s , Genera l  Economics 6 2 0 .4 / . 9  I

of Energy j
SO Mechanica l  and E l e c t r i c a l  621 only 0 . 9 5

Eng ineer ing  in General , Machinery 621.0
in General , Mechanical Eng inee r ing
Theory and Pr inc ip les

51 Steam Power Engines , Bo i l e r s , 62 1 .1/ .2  O . 9 ~ e

Woter  Power , Hy d rau l i c  Energy

52 E l e c t r i c a l  Eng inee r ing  General l y 621.3 onl y O.S~
621. 30

E l e c t r i c a l  Li gh t i n g ,  Lamps 621 .32

• 53 Power Supply , D i s t r i b u t i o n , 621.31 onl y
and Control  621.310

621 .317/ .3 19
Measurements , Instruments ,
Ind ica to r s , App lied ~lagne t ism- t oge the r
and E l e c t r o s t a t i c s  ‘ 5 20

Power Genera t ion , Power 621.311
Sta t ions , E l e c t r i c a l  Networks

55 P r o d u c t i o n  of E l e c t r i c a l  621.312
Accessories , Elec t r ica l  Manufac — 62 1.314/.3 16
t u r i n g  I n d u s t r y

T r a n s f o r m e r s , Tr<nnsmiss ion  Lines ,
Wires , Swi t ches , R e l a y s , Fuses

56 Motors , e~enerators 621. 313
621. 3 3 / .  34

Electric Traction and
E l e c t r i c  Dr ives  )

57 E l e c t r e e c  teen istrv , Ihermoc 1 c- c -t n - 62! .35/ . 36 (1 . 50
c i t y ,  E l e c t r i c  H e a t i n g
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58 Technique of Electr ic and 621.37 only
Electromagnetic Waves, 621.370/.374
Oscillations , and Pulses, 621.377/.379 together
Radiation , Guided Propagation , 1.84
Electric Generators and Oscillators

59 Amplif iers , Modulators, and 621.375/.376
Detectors

60 Electronics 621.38 1.03

61 Telecommunication 621.39 only
621. 390/ .395 together

Telegraphy , Telephony 1.49

62 Radiocommunications , Radio 621. 396/.399
Transmitters , Receivers , Radar ,
Television

63 Internal Combustion and 621.4 0.75
Other Engines

64 Pneumatic Energy 621.5 0.53
Refrigeration , Heat Pumps

65 Fluid Distribution, Storage 621.6 0.75
Containers , Pipes , Pumps

66 Workshop Practice , Fabrication 621.7 only
621.70

Powder Metallurgy 621.76 together

621.793/.799 
with 69,

Metallization , Chemical Finishing,
Warehouses, Depots, Packing, Dispatch

67 Pattern and Die Making, 621.71/.75 1.11
Forges and Forging, Foundaries ,
Tool Making

68 Rolling, Drawing, Boiler—Mak ing, 621.77/.78 1.26
Sheets, Tubes , Pipes

69 Welding, Soldering 621.79 only ~~. together
621.790/.792 J with 66,

J 1.98
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70 Power Transmission , Materials 621.8 only
Handling, Mechanical Fixing, 621.80/.8l
At tachment , Lubrication 62l.86/.89

Materials Handling, Hoisting,
together

Cranes, Jacks, Lubrication 1 84

71 Transmissions, Bearings , Bushings , 621.82/.85
Gears, Cams , Clutches , Links,
Linkages , Pulleys , Wheels , Chains

72 Tools , Machine Tools, Machinery 621.9 only
Planing, Milling, Grinding, 621.90/.92
Polishing 621.97/.99

together
� 1.89

Perforating, Shearing, Presses
Screw Cutting

73 Saws, Lathes , Drills , Punches 621.93/.96

74 Mining and Mineral Dressing 622 only 0.75
Exploration , Sampling, and 622.0/.1
Analysis 622.3/.5
Specific Minerals , ore , coal , 622.8/ .9
oil fields , mine services ,
mine safety

75 Mining Operations 622.2 only
622.20/.22

Methods of Mine Working , Supports 622.26/.29 , 
together

1.79
76 Excavation, Boring, Drilling 622.23/.25 j
77 Haulage and Handl ing, Mineral 622.6/.7 0.87

Dressing, Ore Preparation

78 Military Engineering 623 only
623.0/.7

Civil and Structural Engineering 624

> together
79 Naval Engineering 623.8/ .9 1.56

626/62 7
Hydraulic Engineering, River ,
Port , Harbor , and Coast Works , Dams )

80 Railway, Highway Engineering 625 0.80

81 ?ublic Health Engineering 628 0.42

82 Transport Engineering 629 1.28
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83 Agriculture , Gardens , Garden ing 63 only 1.16
Fruit Cultivation , Horticulture , 630
Insect and Reptile Breeding and 634/635
Management , Game and Fish 638/639
Management

84 Agronomy , Farming Gencrally 631 only
Soil Science 631.0/.2

631.4
Rural Engineering 631.6/.7

togetherAgricultural Influences , Ecology 631.9 1 71

85 Farm Operations , Growing, 631.5
Cultivation 631.8

Fertilizers , Manuring

86 Plant Diseases , Pests , Crop 632/633 1.16
Damage , Field Crops

87 Stockbreeding, Livestock , 636/637 0.57
Domestic Animals , Pets , Dairy
Milk Products

88 Domestic Science , The Home, 64,65 only
Commerce , Office , Business 650/656
Manageme t , Publicity, 659
Adver tising

together

89 Accounting, Bookkeeping, 657/658 1.86

Business , Factory Management

90 Metallurgy , Chemical 66 only 1.58
Engineer ing 660

91 Chemicals (Fine , Heavy) 661 0.82

92 Explosives , Fuels 662 0.59

93 Beverages , Stimulants , 663/664 0.83
Food Industry

94 Oils , Fats, Waxes 665 0.56
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95 Glasses and Ceramics 666 only
666.0

Ceramics and Clay industry, 666.3/.9 together
Cemen t , Concrete 1.74

96 Glass Industry 666.1/.2

97 Dyes , Paints, Organic Chemicals 667/668 0.37

98 Metallur gy 669 only
669.0

Other Non—Ferrous Metals 669.3/.9

99 Ferrous Metals , Iron and Steel 669.1
669.24/.29 together

Metals for Alloy Steels 3.31

100 Precious Metals and Their Alloys , 669.2
Gold , Silver 669.20/.23

671
Precious Metal , Gem Industries ,
Jewel ry

101 Industries and Crafts Based on 67 only
Processable Materials 670

672/67 3
Iron and Steel Goods , 675
Non—ferrous Metal Goods 679

Leather Industry

~.. together
Other Industries , Stones , Minerals 3.86

102 Timber and Wood Industry 674
Paper and Pulp Industries 676

103 Texti les and Fibers 677

104 Rubbers and Plastic s 678

105 Crafts and Special Trades 68 only
for Finished Articles and Goods 680

682/686
Ironwork , Hardware , Furn itu re 688/689 together
Books, Off ice Materials 2.75

Fancy and Decorative Goods ,
Hobbies and Handicraft s

106 Iiistrumcnts .-ind ttn hines 681

B8



107 Clothing , Brushes , Toilet 687
Industry

108 Construction Industry 69 1.17

109 Arts, Recreation , Entertainment , 7 0.54
Sports

Principally Photography ,
Cinema , Architecture

110 Literature, Geography, History , 8/9 0.52
Biography 4
(also Language and Linguistics)
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TABLE Cl

DISTRIBUTION OF DOCUMENTS
BY UDC AT ONE DIGIT ROOT

# OF PERCENT
SUBJECT AREA UDC ROOT DOCUMENTS OF TOTAL

Generalities 0 1488 0.7

Ethics , Ph ilosophy, Psychology 1 419 0.2

Theology 2 245 0.1

Social Security , Economics 3 2346 1.1

Linguistics , Languages 4 185 0.1

Math and Natural Sciences 5 64866 31.1

Appl ied Science , Medicine , 6 137237 65.7
Technology

Recreation and Sports 7 1137 0.5

Literature 8 179 0.1

Geography and History 9 714 0.3

208815 99.9

C2
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TABLE C2

DISTRIBUTION OF DOCUNENTS
BY UDC AT TWO DIGIT ROOT

I! OF PERCENT 1/ OF PERCENT
UDC ROOT DOCUMENTS OF TOTAL UDC ROOT DOCUMENTS OF TOTAL

00 716 0.34 41 17 0.01
01 227 0.11 42 20 0.01
02 68 0.03 43 31 0.01
03 14 0.01 44 15 0.01
04 22 0.01 45 17 0.01
05 22 0.01 46 11 0.01
06 348 0.17 47 33 0.02
07 18 0.01 48 18 0.01
08 32 0.01 49 19 0.01
09 21 0.01 50 46 0.02
10 32 0.02 51 5010 2.40
11 22 0.01 52 3075 1.47
12 69 0.03 53 18827 9.02
13 25 0.01 54 20081 9.62
14 37 0.02 55 9145 4.38
15 61 0.03 56 294 .14
16 51 0.02 57 3786 1.81
17 34 0.02 58 2492 1.19
18 36 0.02 59 2110 1.01
19 52 0.02 60 102 0.05
20 5 ———— 61 16642 7.97
21 26 0.01 62 70137 33.59
22 20 0.01 63 9608 4.60
23 23 0.01 64 123 0.06
24 36 0.02 65 3892 1.86
25 18 0.01 66 20472 9.80
26 34 0.02 67 8052 3.86
27 25 0.01 68 5749 2.75
28 33 0.02 69 2460 1.17
29 25 0.01 70 5
30 60 0.03 71 81 0.04
31 116 0.06 72 217 0.10
32 40 0.02 73 19 0.01
33 802 0.38 7~ 99 0.05
34 123 0.06 75 14 0.01
35 238 0.11 76 20 0.01
36 71 0.03 77 623 0.30
37 237 0.11 78 30 0.01
38 631 0.30 79 29 0.01
39 28 0.01 80 9
40 4 — ——— 81 10 — — ——
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TABLE C2

# OF PERCENT
UDC ROOT DOCUMENTS OF TOTAL

82 26 0.01
83 28 0.01
84 18 0.01
85 15 0.01
86 25 0.01
87 10
88 19 0.01
89 19 0.01
90 14 0.01
91 457 0 .22
92 123 0.06
93 26 0.01
94 32 0.02
95 26 0.01
96 5 — — — —

97 11 0.01
98 11 0.01
99 9

C4 
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TABLE C3
DISTRIBUTION OF DOCUMENTS AT THREE
DIGIT ROOT FOR CATEGORIES 5 and 6

# OF PERCENT I/ OF PERCENT
UDC ROOT DOCUMENTS OF TOTAL UDC ROOT DOCUMENTS OF TOTAL

51 only 220 0.11 548 1502 0.72
510 2 — ——— 549 714 0.34
511 123 0.06 55 only 177 0.08
512 138 0.07 550 2958 1.42
513 480 0.23 551 3857 1.85
514 7 — — — —  552 804 0.39
515 84 0.04 553 1107 0.53
516 17 0.01 554 5
517 2217 1.06 555 14 0.01
518 479 0.23 556 189 0.09
519 1243 0.60 557 16 0.01
52 onl y 77 0 .04 558
520 4 — ——— 559 18 0.01
521 101 0.05 56 only 86 0.04
522 78 0.04 560
523 916 0 .44  561 59 0.03
524 9 — ——— 562 15 0.01
525 94 0 .05 563 36 0.02
526 5 —— — — 564 40 0.02
527 14 0.01 565 14 0.01
528 1748 0.84 566 6
529 29 0.01 567 13 0.01
53 onl y 328 0.16 568 9
530 299 0.14 569 16 0.01
531 1997 0 .96 57 onl y 77 0.04
532 1487 0.71 570 5
533 1122 0 .54 571 15 0.01
534 1278 0.61 572 36 0.02
535 2435 1.17 573 4
536 2038 0.98 574 37 0.02
537 1530 0 . 7 3  575 330 0.16
538 1238 0 .59  576 1678 0.80
539 5075 2 . 4 3  577 1461 0.70
54 onl y 260 0.12 578 138 0.07
540 18 0.01 579 5
541 6405 3.07 58 onl y 59 0.03
542 1162 0.56 580 13 0.01
543 2868 1.37 581 1794 0.86
544 11 0.01 582 607 0.29
545 71 0.03 583 3
546 2699 1.29 584 6
547 4371 2.09 585 3

Cs 



TABLE Ci
/1 OF PERCENT 1/ OF PERCENT

UDC ROOT DOCUMENTS OF TOTAL UDC ROOT DOCUMENTS OF TOTAL

586 1 — — — —  638 43 0.02
587 4 — —— 639 438 0 . 2 1
588 2 — — — —  66 on ly  3300 1.58
589 ——— —— —— 660 32 0 .02
59 onl y 59 0.03 661 1703 0.82
590 — — —  — —— — 662 1227 0 .59
591 813 0.39 663 537 0.26
592 20 0.01 664 1186 0.57
593 62 0.03 665 1160 0.56
594 25 0.01 666 3637 1.74
595 663 0 .32  667 472 0 . 2 3
596 12 0.01 668 301 0.14
597 133 0.06 669 6917 3.31
598 113 0.05 69 only 1084 0.52
599 210 0.10 690 7
61 only 131 0.06 691 665 0 .32
610 9 — — —— 692 8
611 338 0.16 693 245 0.12
612 2443 1.17 694 7
613 984 0.47 695 3
614 1001 0.48 696 52 0 .02
615 2825 1.35 697 271 0.13
616 7620 3.65 698 18 0.01
617 869 0 . 4 2  699 100 0.05
618 237 0.11
619 532 0.25
62 onl y 2966 1.42
620 3605 1.73
621 47978 22.98
622 7116 3.41
623 133 0.06
624 2212 1.06
625 1665 0.80
626 471 0.23
627 447 0.21
628 875 0.42
629 2669 1.28
63 onl y 107 0.05
630 61 0.03
631 3580 1.71
632 1667 0.80
633 761 0.36
634 1588 0 .76
635 169 0.08
636 657 0.31
637 537 0 .26
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TABLE C4 TABLE CS

FOUR DIGIT ROOT DISTRIBUTION FIVE DIGIT ROOT DISTRIBUTION FOR
FOR UDC I ,2 l ,6~.2 FOR UDC 621.3 , 621.7

# OF PERCENT # OF PERCENT
UDC ROOT DOCUMENTS OF TOTAL UDC ROOT DOCUMENTS OF TOTAL

C4 CS

621 only 687 0.33 621 .3 only 1626 0.78
h21.O 1301 0.62 621 .30 ~5 0.01
621.1 1608 0.77 621.31 10311 4.94
621 .2 435 0.21 621.32 213 0.10
621.3 22839 10.94 h21.33 454 0.22
621 .4 1565 0.75 621.34 80 0.04
621.5 1106 0 .53  621.35 744 0 .36
621.6 1561 0 . 7 5  621.36 283 0.14
621.7 9087 4.35 621 .37 3850 1.84
621 .8 3837 1.84 621.38 2155 1.03
621.9 3952 1.89 621.39 3108 1.49
622 only 136 0.07 621.7 only 238 0.11
622.0 100 0.05 621.70 9
622.1 87 0.04 621.71 13 0.01
622.2 3744 1.79 621.72 31 0.01
622.3 731 0.35 621.73 429 0.21
622.4 150 0.07 621.74 1706 0.82
622.5 45 0.02 621.75 152 0.07
622.6 878 0.42 621.76 319 0.15
622.7 938 0.45 621.77 1692 0.81
622.8 287 0.14 621.78 940 0.45
622.9 20 0.01 621.79 3558 1.70
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APPENDIX D

A SAMPLING OF KEYWORDS CHOSEN BY CLASS

LIST OF WORDS IN CLASS 36 - MOTORS

WORD COUNT WORD COUNT WORD COUNT

ARMATURE 42 MOTOR 191 SLIP 11
ASYNCHRONOUS 11 MOTORS 84 STATOR 72
BRUSH 27 POLE 15 SYNCHRONOUS 55
COIL 51 POLES 9 TACHOGENERATOR 10
COILS 31 REACTANCE 11 TRACTION 17
EXCITATION 87 RECTIFIER 36 WINDING 103
EXCITER 18 ROTOR 89 WINDINGS 39
INDUCTIVE 14 ROTORS 17

LIST OF WORDS IN CLASS 37 - BATTERY

WORD COUNT WORD COUNT WORD COUNT

ANODE 62 CATHODE 68 ELECTROLYTIC 25
ANODES 16 CATHODES 6 ELECTROLYZER 16
BATH 45 ELECTRCHEMICA 15 PALLADIUM 9
BATTERY 45 ELECTRODES 77 POLARITY 17
BIVI7ERIES 60 ELECTROLYSIS 9 THERNIONIC 7
CAI)IIIUM 39 ELECTROLYTE 121

LIST OF WORDS IN CLASS 38 — FURNACES

WORD COUNT WORD COUNT WORD COUNT

ASH 29 FLUE 13 KILNS 15
BLAST 24 FLUIDIZED 12 MELTING 25
BOILER 28 FURNACE 209 OVEN 1 2
BOILERS 16 FURNACES 56 ROASTING 18
BURNER 35 GASES 36 SINTERING 12
BURNERS 22 HEARTH 8 SLAG 36
CALCINATION 7 HEATING 99 SMELTING 33
CHARGE 37 KILN 85

Dl



LIST OF WORDS IN CLASS 39 — OIL/LUB

WORD COUNT WORD COUNT WORD COUNT

ADDITIVES 62 GREASE 11 LUBRICATION 29
ANTICORROSION 26 HYDRODYNANIC 22 OILS 77
AUTOMOTIVE 7 HiDROSTATIC 13 PARAFFIN 8
COLLOIDAL 7 INCLUSIONS 10 SLIPPING 6
FLASH 25 LUBRICANT 132 VISCOSITY 106
FOAMING 13 LUBRICANTS 86 WEAR 17
FRICTION 50 LUBRICATING 40 WEARING 8

LIST OF WORDS IN CLASS 40 - CERAMICS

WORD COUNT WORD COUNT WORD COUNT

ALUMINA 12 ENAMEL 52 PASTE 16
BINDER 24 FIRED 23 PERLITE 17
BRICK 15 FIRING 48 PORCELAIN 11
BRICKS 28 GLAZE 25 POROSITY 16
CAO 33 GRAPHITE 17 REFRACTORY 53
CERAMIC 147 KAOLIN 14 SILICATE 17
CERAMICS 46 MGO 26 Sb 33
CLAY 32 MNO 17 S102 13
CORUNDUM 10

1)2
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APPENDIX E

A SAMPLING OF COMPOUND KEYWORDS CHOSEN BY CLASS

LIST OF CKW IN CLASS 1 — AERO

AERODYNAMIC WAVE LAMINAR FLOW
AERODYNAMIC LIFT RATE OF CLIMB
AIR FOIL SHOCK WAVE
AIR FOILS SHOCK WAVES
ANGLE OF ATTACK TURBULENT FLOW
BOUNDARY LAYER WIND TUNNEL

LIST OF CKW IN CLASS 19 — PCHEM

CLOSED SYSTEM RATE CONSTANT
IDEAL SOLUTION RATE CONSTANTS
PHASE DIAGRAM REACTION RATE
PHASE DiAGRAMS THERMAL STABiLITY
PHYSICAL CHEMISTRY

LIST OF CKW IN CLASS 28 — PETROL

GAS PRODUCTION OIL RESERVES
GAS RESERVES NATURAL GAS
OIL FIELD NATURAL GASES
OIL PRODUCTION

LIST OF CKW IN CLASS 82 - ORD

FIRE CONTROL M1~1’ SWEEPING
FLAME THROWER SHAPED CHARGE
KILL PROBABILITY SMALL ARMS
MINE LAYING SMOKE SHELL



APPENDIX F

FINAL DEFINITION OF CIRC II CLASSES

CLASS ABBREVIATION DESCRIPTION COSATI

1 AERO Aerodynamics 1

2 AIRCRAFT Aircraft Equipment and Systems 1

3 AG Agr iculture , Agronomy , Horticulture , 2
Farming, Soil Sc ienc e, Pests and Crop
Diseases, Forestry

4 LIVESTOCK Animal Husbandry, Stockbreeding, Live— 2
stoc k, Dairy and Milk Products , Domestic
Animals and Pets, Game and Fish Managemen t ,
Anima l Diseases and Veterinary Medicine

5 ASTRO Astronomy and Astrophysics 3

6 ATMOS i.tmospher ic Sciences , Ionosp here , Meterol— 4
ogy , Rain , Snow, Wind , Weather Forecasting

7 BlO Biology , Botany , Zoology 6

8 BACT Microb iology , Virology , Bacteriology 6

9 PHARM Pharmacology and Tox icology 6

10 ILL Human Illnesses , Diseases , and Ailments 6

11 MED/SCI Medical Sciences 6

12 CLINIC Clinical and Military Medicine , Para— 6
medicine

13 PHYS Physiology 6

14 MED—INST Medical Equipment , Bioinstrumentation 6

15 PSYCH Psychology , Parapsychology , Psychiatry 5,6

16 R & D R & D ~1anagement and Resources S

17 CYBER Bionics , Cybernetics , 1’rosthcsc~ 6

18 CH—ENG Chem ical Eng Ineering 7

I. I
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CLASS ABBREVIATION DESCRIPTION COSATL

19 PCHEM Physicai Chemistry 7

20 ANALY—CH Ana1ytic~ l Chemistry and Quantitative 7
Anal ys i s

21 INORG—CH Inorganic Chemistry 7

22 ORG—CH Organic Chemistry 7

23 OCEAN Oceanography 8

24 GEOG Car tograp hy and Geograp hy ,  Geodesy , 8
Topography:, Survey ing

25 GEOPHY Geophysics, Geomagnetics , Terrestrial 8
Magnetism , Geodynamics—Seisinology ,
Ear thq uakes , Volcanos

26 GEOL Appl ied Geology — Field Work , Geochem— 8
istry , Hydrology, Dams , Petrology , Lim—
nology , Paleontology , Fossils , Gla ciers ,

• Snow, Ice , Permafrost , Stratigraph y

27 MINE Mining Engineering , Economic Geology , 8
Exploration , Ores , Minerals , Deposits ,
Mineral Dressing , Excavation , Bor ing,
Dri l l ing, Mine Working and Operations

28 PETROL Pe t ro leum , Oil and Gas P roduc t ion  and 8 , 21
Distribution , Refineries; National and
World Oil and Gas Reserves

29 EL—INSTR Electrical Instruments — Electrical 9
Networks and Ci rcu i t s

30 EL—COMP Electrical Components — Production of
Electrical Accessories , Electrical
Manufacturing Industry, Li ghting and
Illumination

Transformers , Transmission Lines , Wires ,
Switches , Relays , Fuses

31 CPTR—HD Computers — Hardware and Componen t s  9

32 CPTR—PG Computer Programming, Computer Software 9
and Data  Sest&ms , Information Systems

I’ 2

__ _  _ _ _ _  _  _



— - —
~
- -

~~ 
- -_ - -  

~~ T I~~~~~~~~~~~~~~~~~~
’
~
’ T

~~~~
——  

~~

— —.—-.-—-—-—-- ----——--_• .

CLASS ABBREVIATION DESCRIPTION COSATI

33 ELECTRONICS Elec tronics , Semiconductor Devices , Ampl i— 9
f iers , Wave—Forming Devices

34 EMAGTECH Techniques of Electromagnetic Waves , Oscil— 9
lations , Electromagnetic Radiation , Gu ided
Propagation

35 POWER Large Scal e Power Generation , Distribution , 9,10
and Control; Steam Turbines and Water
Power

36 MOTORS Motors and Electric Drive 9,10

37 BATTERY Stored Energy and Power Sources , Batter ies , 9,10
• Electrochemistry, Solar Energy , Thermo—

electricity and Fuel Cells

38 FURNACES Furnaces and Boilers . Electric Heating 10,13

39 OIL/LUB Oils and Lubricants , Hydraulic Fluids 11

40 CERAMICS Ceram ics and Clay Industry , Refracto ries 11

41 GLASS Glass Ind ustry 11

42 CEMENT Cement and Concrete 11

43 PAINTS/CTG Dyes and Paints; C o a t i n g s , Colorants , 11
and Finishes; Solvents and Cleaners

44 NF—MET Metallurgy , Nan—Ferrous Metals 11

45 F—MET Ferrous Metals , Iron and Steel , All oys 11

46 WOOD Timber and Wood , Paper and Pul p 11

47 TEX/FIB Textiles and Fibers; Clothing 11

48 RUB/PLAS Rubbers and Plastics 11

49 MATH N , i t h e m a t ical Sc i c u c c o  12

50 CON STR Const  rue t ion I n du s t  r v ;  Const ruc t ion E q u i p —  13
me nt  and M a t e r  j a  i s

51 AIRC/UEAT A ir Condit i~~n i n g ,  H e a t i n g  and V e n t i l a t —  13
ing ; Heal  Pumps

F ~I 

-_-~~~~~~~ - -~~~~--__—--- —_
• - -
_

- _  
_ _ _ _ _



_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ _ _ _

CLASS ABBREVIATION DESCRIPTION COSATI

52 ENGINES Internal Combustion and Other Engines 13

53 TRANS Ground Transport and Transportation 13
Engineering; Railway, Highways , Auto-
mob iles

54 CIV—ENG Civil and Structural Engineering, Dams 13

55 PLANT—ENG Plant Engineering ; Containers and • 13
Packing , Warehouses , Depots; Assembly
Lines and Production

56 FOOD Food Technol ogy , Food Industry, Beverages , 13
Stimulants

57 FORGE Forges and Forging; Tool and Die Making; 13
Workshop Practice; Powder Metallurgy

58 MTL—HANDLE Materials Handling; Hoisting, Cranes , 13
Jacks; Mechanical Fixing and Attachment

59 ROLL/PIPES Rolling, Drawing, Boiler—Making, Sheets, 13
Tubes, Pipe Construction

60 MACH—TOOLS Machine Tools, Planing, Milling, Grindi ng, 13
Polishing, Shearing , Presses, Screw
Cutting, Saws , Lathes , Drills , Punches

61 POWER—TRANS Power- Transmission , Bear ings , Gears , 13
Bushings , Cams, Clutches , Links,
Linkages, Pulleys , Wheels, Chains

62 FLUIDS/PUMPS Fluid Distribution , Storage , Containers , 13
Pipes , Pumps , Filters , Tubing, Valves ,
Hydraulic and Pneumatic Equipment

63 NAV—ENG Naval and Marine Engineering; Hydraulic 13
Engineer ing,  Ports , Harbors, and Coast
Works

64 ENV—ENG Environmental Engineering , Protection , and 13
Pollu t ion Control; Public Health and
Safety Engineering

65 WELDS Weld ing and Soldering 13

66 MTL—TEST Mater ial Testing and Physical Nature of 11 ,13
Matter 14 ,20

F4



CLASS ABBREVIATION DESCRIPTION COSATI

67 LAB—TEST Laboratories , Test Facilities and 14
Equipment ; Record ing Devices and
Instruments

68 G—MIL General Military Ac t ivity, Training, 15
Intelligence and Security

69 MIL—MAT Military Ma ter ial and Gr ound Equ ipmen t 15

70 MIL—OP Mili tary Operations , Defense , and 15
Warfare (inc ludes ASW)

71 CBR/NUC CBR and Nuclear Warfare 15

• 72 MIS—TECH Missile Technology 16

73 MIS/SYS Missile Equipment and Systems 16

74 NAy/CUrD Navigation and Guidance , Direction 17
Find ing

75 DETECT Magnetic , Acoustic , Inf r ared and 17
Ultraviolet Detection

76 CTRMEAS Electromagnetic and Acoustic 17
Coun termeasures

77 TELCOM Telemetry, Telecommunication , Telegraph , 9,17
Telephony

78 RADIO Radio , Transmitters , Rece ivers , Television 9,17

79 NUC/M.AT Nuclear Fuels , Materials , Isotopes, Wastes, 18
Byproducts

80 NUC—REACT Nuclear Reactors for Large Scale Power 18
Production and Propulsion

81 NUC—PFIYS Nuclear Physics 18,20

82 ORD Weapons , Ord nan ce , and Ammunition 19

83 MECH Mechanics , Measurement of Motion , Length , 20
Acceleration

84 GAS/FL Gas and Fluid Mechanics (Plasma Physics) 20

F5
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CLASS ABBREVIATION DESCRIPTION COSATI

85 VIB/ACOUS Vibration and Acoustics 20

86 OPTICS Optics and Light; Photographic Techniques 20

87 THERMO Heat and Thermod ynamics  20

88 SOL—STATE Solid State Physics 20

89 EMAC Electricity and Magne t i sm 20

90 CRYSTAL Crys ta l lography;  D i f f r a c t i o n  7 , 20

91 FUELS Fuels 21

92 PROPEL Propellants 21

93 SAT Artificial Satellites 22

94 SPACE Space Technology and Exploration ; Rocket 22
Technology

95 ECON Economics and Finance 0,5

96 BUS Business, Commerce , and Industry; 0,5
Advertising and Marketing

97 COV/POL Government and Politics; Propaganda 0,5

98 SOC—SCI Social Sciences , Reli gion , Education , 0,5
Humanities
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MISSION
H of

Rome Air Development Center

RAI)C plans and conducts research, exploratory and advanced
develop-nent programs in coiranand, control, and coninunications
(C3) activities , and in the c3 areas of i.nformatior sciences
and intelligence. The principal technical mission areas
are convxiunications, electromagnetic guidance and control ,
surveillance of ground and aerospace objects, intelligence
data collection and handling, information system technology,
ionospheric propagation, solid state sciences, microwave
physics and electronic reliability, maintainabilitg and
compatibility.
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